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Abstract

Recent advances in 3D point cloud analysis bring a di-
verse set of network architectures to the field. However,
the lack of a unified framework to interpret those networks
makes any systematic comparison, contrast, or analysis
challenging, and practically limits healthy development of
the field. In this paper, we take the initiative to explore and
propose a unified framework called PointMeta, to which
the popular 3D point cloud analysis approaches could fit.
This brings three benefits. First, it allows us to compare
different approaches in a fair manner, and use quick ex-
periments to verify any empirical observations or assump-
tions summarized from the comparison. Second, the big pic-
ture brought by PointMeta enables us to think across differ-
ent components, and revisit common beliefs and key design
decisions made by the popular approaches. Third, based
on the learnings from the previous two analyses, by doing
simple tweaks on the existing approaches, we are able to
derive a basic building block, termed PointMetaBase. It
shows very strong performance in efficiency and effective-
ness through extensive experiments on challenging bench-
marks, and thus verifies the necessity and benefits of high-
level interpretation, contrast, and comparison like Point-
Meta. In particular, PointMetaBase surpasses the previ-
ous state-of-the-art method by 0.7%/1.4/%2.1% mIoU with
only 2%/11%/13% of the computation cost on the S3DIS
datasets. The code and models are available at https:
//github.com/linhaojia13/PointMetaBase.

*Corresponding author: rrji@xmu.edu.cn
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Figure 1. Segmentation performance of PointMetaBase on S3DIS
[1]. PointMetaBase surpasses the state-of-the-art method Point-
NeXt [16] significantly with a large FLOPs reduction.

1. Introduction

In the past two decades, the popularity of 3D data ac-
quisition technology has led to great interest in point cloud
analysis. Unlike images, point clouds are inherently sparse,
unordered, and irregular. These characteristics make it
challenging for the powerful convolutional neural networks
(CNN) [4, 18] to extract useful information from point
clouds. Early studies attempt to convert the point cloud into
grids by either voxelization or 2D projections, such that the
standard CNN can be applied, but the applications are lim-
ited by the extra computation and information loss.

With the introduction of permutation equivariance and
invariance by PointNet [13] and PointNet++ [14], it is pos-
sible to use CNNs to process point clouds in their unstruc-
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tured format. Following PointNet++ [14], many point-
based networks have been introduced, most of which fo-
cus on the development of complex building blocks to ex-
tract local features, such as the X − Conv convolution in
PointCNN [22] and the self-attention layer in Point Trans-
former [32]. Although brought significant performance
gains, these models are very complicated. On one hand, this
makes the approaches computational demanding and thus
limited in applications. On the other hand, it also gives ex-
tra challenges in systematic comparison and analysis among
the models, and thus impacts efficient development of the
field, which ideally would benefit from theoretic and empir-
ical guidance.

The community is well aware of this issue, and research
efforts have been put on looking for a unified perspective to
compare these methods and identify the most crucial imple-
mentation details. PosPool [10] and PointNeXt [16] take a
step toward this goal. Adopting a deep residual architecture
as the base network, PosPool [10] evaluates the representa-
tive building blocks [8, 14, 22, 26] and finds that they per-
form similarly well. PointNeXt [16] revisits the improved
training and scaling strategies adopted by previous SotA
methods [7, 15, 22, 32] and tweaks the early model Point-
Net++ [14] with the learnings, which achieves state-of-the-
art performance. Both of them give insights and inspira-
tions to the community via dedicated experiment designs
and extensive empirical analysis. However, neither of them
provides a framework that is general enough to fit a broad
range of point cloud analysis approaches, such that large
scale comparison and contrast could be done.

In this paper, we argue that if viewed from the perspec-
tive of basic building blocks, the majority of existing ap-
proaches could be fit into a single meta architecture (Sec.
3). We call it PointMeta. PointMeta abstracts the compu-
tation pipeline of the building blocks for point cloud analy-
sis into four meta functions: a neighbor update function, a
neighbor aggregation function, a point update function and
a position embedding function (implicit or explicit). As will
be discussed in more details in the next sections, this frame-
work brings three benefits, which are also our core technical
contributions:

• In the dimension of models, it allows us to compare
and contrast different models in a fair manner. So it
becomes practical to observe and summarize learnings
and assumptions, whose correctness could be further
verified through experiments with variables controlled
under the same framework. For example, among the
systematic analysis on all the components across pop-
ular models, we found for the positional embedding
function, explicit positional embedding is empirically
the best choice (Sec. 4.2).

• In the dimension of components, it allows us to have

a higher level view across components, and thus to re-
visit the common beliefs and design decisions of the
existing approaches. For example, despite the com-
mon perception, we find that the neighbor aggregation
blocks may collaborate or compete with the learned
neighbor features (Sec. 4.3), and thus should be de-
signed carefully.

• Based on the learnings from the previous two di-
mensions, we are then able to do simple tweaks
on the building blocks to apply the best practices
(Sec. 4.5). The result building block, PointMetaBase,
achieves very strong performance, surpassing the pre-
vious state-of-the-art method [16] by 0.7%/1.4/%2.1%
mIoU with only 2%/11%/13% of the computation cost
on S3DIS [1] (Fig. 1), and can act as a baseline for
further research.

2. Related Work
Neural Networks for Point Cloud Analysis. The un-

structured data format of point cloud makes it difficult to
apply CNN directly. To address this challenge, PointNet
[13] introduces permutation equivariance and invariance via
point-wise MLP and max pooling, which makes it possible
to process point cloud directly. To better capture locality,
PointNet++ [14] presents a Set Abstraction module to ag-
gregate features from the neighbor points. Most works after
PointNet++ focus on the design of build blocks. Graph-
based methods [7, 25, 27] utilize graph neural networks to
extract local features. Pseudo-grid-based methods [8,21,22]
transform the local features onto pseudo grids which al-
low for regular convolutions. Adaptive weight-based meth-
ods [5,9] aggregate the neighbor features via weights adap-
tively learned from the locality. Recently, Transformer-
based block [6, 32] are introduced to capture local informa-
tion through self-attention. These proposed building blocks
are so complicated that make challenges in systematic com-
parison and analysis, which suggests an urgent need of a
common framework to unify existing models in this field.

3. PointMeta
3.1. Meta Architecture

Inspired by the graph network framework [2], we refor-
mulate existing building blocks for point cloud analysis into
a single meta architecture, named PointMeta. As shown in
Fig. 2 (a), a PointMeta block is composed of four meta
functions: a neighbor update function ϕn, a neighbor ag-
gregation function ϕa, a point update function ϕp and a po-
sition embedding function ϕe (implicit or explicit). The for-
ward pass of a PointMeta block is as follows:

fN (i) = ϕn ◦ ϕe(fi, pi), (1)
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Figure 2. PointMeta and its instantiation examples. (a) In PointMeta, the position embedding function is usually combined with the
neighbor update function or the aggregation function implicitly or explicitly. (b)∼(f) Representive building blocks can naturally fit into
PointMeta. (g) Applying the summarized best practices, we do simple tweaks on the building blocks and propose PointMetaBase.

f
(1)
i = ϕa ◦ ϕe(fi, pi,fN (i),pN (i)) (2)

f
(2)
i = ϕp(f

(1)
i , pi), (3)

where fi ∈ Rd and pi ∈ R3 represent the feature and the
coordinate of point i respectively, and d denotes the feature
length. Let N (i) denote the neighbors of point i, fj and
pj be the feature and coordinate of each neighbor of point i
respectively, fN (i) = {fj |j ∈ N (i)} represent all neighbor
features of point i, pN (i) = {pj |j ∈ N (i)} represent all
neighbor coordinates of point i, and k denote the neighbor
number.

Neighbor update. The first step is to group and update
neighbors for each point. Usually, the neighbor features
fN (i) is produced by K-Nearest query as [27, 32] or ball
query as [14–16]. The update on neighbor features is usu-
ally conducted by a multi-layer perceptions (MLP) to make
sure the permutation equivariance of the neighbor update
function ϕn. Specifically, a permutation transformation on
fN (i) results in the same permutation change on the output
of the neighbor update.

Neighbor aggregation. Literally, the neighbor aggrega-
tion function is used to aggregate the neighbor features for
a center point. Different from ϕn, the aggregation function
ϕa must satisfy permutation invariance, i.e., a permutation
transformation on the input fN (i) will have no influence on
the output f (1)

i .
Point update. The point update usually contains an

MLP, which is used to further enhance the point features.
Position embedding. Incorporating representations of

position information via position embedding is a common
practice for Vision Transformer (ViT) [11, 23, 28], since
ViT models must capture spatial relationships of tokens.
We thus introduce the concept of position embedding into
PointMeta. Within a point cloud, points are organized in

an unstructured format, however the points are highly cor-
related in the 3D Euclidean space. Therefore, the build-
ing block of point cloud analysis should posses the posi-
tion awareness, which is provided by the position embed-
ding function ϕe. The function ϕe is usually combined with
the neighbor update function ϕn or the aggregation func-
tion A implicitly or explicitly, thus we present them with an
bundled notation, ϕn ◦ ϕe or ϕa ◦ ϕe.

3.2. Instantiation Examples

In this section, we select three representative models
from the literature as the instantiation examples and ex-
plain how these models implement the meta functions
within PointMeta. We illustrate more instantiation exam-
ples [5, 8, 16, 22, 27, 29] in the supplementary due to the
limited space. Sometimes these meta functions are imple-
mented sophisticatedly, we will decompose them into sev-
eral subfunctions for the sake of brevity and readability.

PointNet++ [14]. The neighbor update is described as
follows:

f ′
N (i),pN (i) = Group(fi, pi),

fj = MLP1(Concat(f ′
j , pj − pi)),

where MLP1 denotes the multi-layer perceptions applied on
the concatenated neighbor features. The neighbor aggrega-
tion is implemented using a simple max pooling operation,

f
(1)
i = Max(fN (i)).

The point update function is another MLP layer, thus we
have

f
(2)
i = MLP2(fi)

Note that the position embedding function ϕe is implicitly
implemented by MLP1, which incorporates the concatena-
tion of the relative positions pj − pi and grouping features
f ′
j as input and returns position-aware neighbor features fj .
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Point Transformer [32]. The neighbor update is de-
scribed as follows:

f ′
i = MLP1(fi),

fN (i),pN (i) = Group(fi, pi).

The neighbor aggregation is implemented using vector self-
attention, which is described as

ej = MLP2(pj − pi),

Mj = Softmax(MLP5(MLP3(fi)− MLP4(fj) + ej)),

f
(1)
i =

∑
j∈N (i)

(Mj ⊙ (fj + ej)),

where the ⊙ denotes the Hadamard product and M ∈ Rk×d

denotes the vector self-attention (VSA) mask. Finally, the
point feature is updated with an MLP layer and a shortcut,
then we have

f
(2)
i = MLP6(f

(1)
i ) + fi

ASSANet [15]. The neighbor update is described as:

f ′
i = MLP1(fi),

f ′
N (i),pN (i) = Group(fi, pi),

fj = Repeat1(f
′
j),

where the operation Repeat1 means repeating the features
three times to produce fj ∈ R3d×1. The neighbor aggrega-
tion is implemented using an anistropic function, which is
described as:

ej = Repeat2(pj − pi),

f
(1)
i =

1

k

∑
j∈N (i)

(fj ⊙ ej),

where the position embedding ej ∈ R3d×1 is produced
by simply repeating the relative coordinates d times. Note
that, a similar position embedding and aggregation method
are also adopted by PosPool [10], which is named position
pooling. Similar with Point Transformer [32], the point fea-
ture is updated with an MLP layer and a shortcut.

4. Explore Best Practices
Given how many instantiations of PointMeta have ap-

peared in the literature, we should push this general frame-
work as far as possible in the architecture exploration to
determine the most crucial implementation details. With
the help of PointMeta, it is convenient to use quick experi-
ments with variables controlled to verify any empirical ob-
servations or assumptions summarized from the compari-
son. In this section, we first compare and analyze the build-
ing blocks of existing models from the implementation de-
tails of these meta functions (Sec. 4.1, 4.2, 4.3, 4.4). Then,

we summarize the best practices from the systematic anal-
ysis (Sec. 4.5). Finally, applying these practices, we do
simple tweaks on the building blocks and propose a simple
yet well-performing block, PointMetaBase (Sec. 4.6).

4.1. Neighbor Update

According to the order of Group and MLP operation, the
neighbor update function is categorized into two classes:

• Group before MLP [7, 14, 16, 27].

• MLP before Group [6, 8, 10, 15, 32].

As pointed out by ASSANet [15], compared with the first
order, adopting the second order reduces the FLOPs by
d×d×N×K×L
d×d×N×L = K times, where N denotes the point num-

ber, K denotes the neighbor number, L denotes the layer
number of the MLP. Although applying MLP before Group
brings a large efficiency gain for the neighbor update, a side
effect is that the relative coordinates cannot be used as in-
put for the MLP. However, this problem can be easily solved
by other position embedding methods, which is specified in
Sec. 4.2.

Variant
mIoU
(%)

Params
(M)

FLOPs
(G)

Plain-Max 47.3±0.7 2.0 1.4
Plain-PP 65.1±0.2 2.0 1.5
Plain-PP-Max 58.4±0.6 2.0 1.5
Plain-IPE-Max 68.0±0.3 2.0 13.8
Plain-EPE-Max 69.0±0.3 2.0 1.8
Plain-EPE-PP 65.4±0.1 2.0 1.8

Table 1. Performance of the blocks with different position em-
bedding functions and neighbor aggregation function on Area 5 of
S3DIS [1]. Plain-PP-Max means multiplying the neighbor features
with relative coordinates as PP but aggregating via max pooling.

4.2. Position Embedding

The manners of implementing the position embedding
can be categorized into three classes:

• Implicit position embedding (IPE) [7, 14, 16, 27].

• Explicit position embedding (EPE) [6, 8, 32].

• Position pooling (PP) [10, 15].

Implicit position embedding (IPE). Following Point-
Net++ [14], many methods [12, 16, 31] concatenate the rel-
ative coordinates with the neighbor features as inputs of
the MLP layer in the neighbor update function. As going
deeper through the networks, the dimension of the neigh-
bor features become higher while the coordinates dimen-
sion still remains 3. This may cause the loss of position
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information in the high-level features. In addition, IPE re-
quires applying MLP before Group in the neighbor update
function, which will increase the computation K times.

Explicit position embedding (EPE). Incorporating ex-
plicit representations of position information is a common
practice for ViT [11, 23, 28]. As mentioned in Sec. 3.2,
Point Transformer [32] learn a position embedding ej using
MLP2 and add it to the neighbor features fj . Compare with
IPE, EPE avoid the dimension imbalance between the posi-
tion representations and the neighbor features. Because the
input dimension of MLP2 is only 3, the computation of EPE
become very small by controling the dimension of the hid-
den layers. PointCNN [8] also uses an MLP to implement
the EPE function, but it merges the EPE by concatenation
instead of addition, which incurs a computation increase.
StratifiedFormer [6] maintains a learnable quantized look-
up table as EPE. In this section, we select the EPE of Point
Transfomer as the representative EPE method for the later
experiments due to its simplicity.

Position pooling (PP). As mentioned in Sec. 3.2, AS-
SANet [15] and PosPool [10] use relative coordinates as
weights to pool neighbor features. This way can embed the
position information into the neighbor features and make
an aggregation function without learnable weights. The ef-
ficiency of position pooling is worth affirming, but embed-
ding the position in a non-data-driven way may harm the
learned neighbor features.

Empirical analysis. We conduct empirical experiments
to evaluate the different PE functions described above. The
first step is to construct a plain block as the baseline. Fol-
lowing the suggestion given in Sec. 4.1, the neighbor update
function adopts the order of MLP-before-Group. The layer
number of the MLP here is set to 1. The neighbor aggre-
gation function is a simple max pooling. The point update
function is a 1-layer MLP. We denote this block as Plain-
Max. We equip Plain-Max with the three kinds of position
embedding described above and compare their performance
on Area 5 of S3DIS [1]. The MLP used respectively in EPE
and IPE are both 1-layer. The macro-architecture is in level
”L” (described in Sec. 4.6). As shown in Tab. 1, Plain-
EPE-Max achieves the best performance with a tiny compu-
tation increase against Plain-PP, Plain-PP-Max and Plain-
IPE-Max. Because coupling the neighbor features trans-
formation with position embedding, Plain-IPE incurs heavy
redundant computation. In a summary, EPE is the optimal
choice among the three kinds of position embeddings.

4.3. Neighbor Aggregation

According to whether learnable weights exist in the
neighbor aggregation function, we divide the aggregations
function into two types:

• Non-learnable aggregation [7, 10, 14–16, 27].

Variants
mIoU
(%)

Params
(M)

FLOPs
(G)

Point Trans [32] 70.5±0.3 7.8 5.6
Point Trans (-VSA+Max) 70.3±0.2 5.1 3.3

Table 2. Ablation of the vector self-attention of Point Transfomer
[32] on Area 5 of S3DIS [1]. -VSA+Max means replacing VSA
with max pooling.

• Learnable aggregation [6, 8, 22, 29, 32].

Learnable aggregation. As mentioned in Sec. 3.1,
the aggregation function should satisfy permutation invari-
ance because the point cloud is unordered. The permuta-
tion invariance is acquired by learning a space transforma-
tion [8, 29], learning pointwise weights [32], or pairwise
self-attention [6]. In this section, we select the vector self-
attention of Point Transfomer [32] as the representative im-
plementation of the learnable aggregation function due to
its excellent performance.

Non-learnable aggregation. There are two types of
non-learnable aggregation in the literatures: position pool-
ing [10, 15] and max pooling [7, 14, 16, 27]. As mentioned
in Sec. 4.2, position pooling embed the position in a non-
data-driven way and may compete with the learned neigh-
bor features. As shown in Tab. 1, Plain-EPE-Max surpasses
Plain-EPE-PP significantly, which supports our assumption.
Therefore, we select the max pooling as the representive
non-learnable aggregation function.

Empirical analysis. We conduct an ablation experi-
ment on Point Transformer [32] to compare the aggregation
power of both max pooling and vector self-attention. Spe-
cially, we replace the VSA with a max pooling operation
(denoted as -VSA+Max). As a result, the aggregation of
the ablated Point Transfomer is formulated as:

ej = MLP2(pj − pi),

f
(1)
i = Max(fN (i) + eN (i)), j ∈ N (i), (4)

where eN (i) = {ej |j ∈ N (i)}. As shown in Tab. 2, com-
pared with VSA, max pooling achieves comparable per-
formance with much fewer parameters and FLOPs. Here
comes a question, why max pooling has a comparable
power with the learnable aggregation? We explore the an-
swer within our PointMeta framework and find that the max
pooling is a special case of VSA but with binary and sparse
attention. Specifically, the aggregation function Eq. 4 can
be reformulated as follows:

Mj = SoftmaxT→0(fN (i)),

f
(1)
i =

∑
j∈N (i)

(Mj ⊙ (fj + ej)),
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Variants
mIoU
(%)

Params
(M)

FLOPs
(G)

N1P1 69.0±0.3 2.0 1.7
N2P0 68.7±0.3 2.0 1.7
N0P2 67.8±0.4 2.0 1.7
N1P2 69.5±0.3 2.7 2.0
N1P2-Inv 69.7±0.3 7.1 3.8
N2P1 69.4±0.3 2.7 2.0
N2P1-Inv 69.6±0.4 7.1 3.8
N1P3 69.5±0.3 3.4 2.3
N3P1 69.6±0.5 3.4 2.3

Table 3. Semantic segmentation of the Plain-EPE with differ-
ent MLP configuration on Area 5 of S3DIS [1]. ”N1P2” means
that the MLP in the neighbor update is 1-layer and 2-layer. ”Inv”
means the inverted bottleneck.

where SoftmaxT→0 denotes a softmax function whose tem-
perature approximates 0, which makes the softmax output
Mj approximates the binary masks. This formulation re-
veals the collaboration between max pooling and the neigh-
bor update function, i.e., max pooling is an aggregation
function with binary and sparse attention which is generated
by applying softmax on the output of the neighbor update

4.4. Point Update

The point update function is used to enhance the point
features after the neighbor aggregation. Several existing
studies do not implement this function in their building
blocks [7,27], and some other studies use a heavy point up-
date function, such as a 2-layer MLP with an inverted bot-
tleneck [6, 16]. A natural question arises: how much com-
putation complexity should we allocate for the point update
function? We answer this question via extensive ablated ex-
periments.

Empirical analysis. According to the exploration
above, we adopt the Plain-EPE-Max as the baseline due to
its excellent performance in the ablated experiments (Tab.
1). Since the computation are concentrated on the MLP
of the neighbor update function and point update function,
we can allocate computation between the two update func-
tions by changing the configurations of the two MLP. We
ablate the MLP from two aspects, i.e., the layer number
and whether to use an inverted bottleneck that adopted by
PointNeXt [16] and StratifiedFormer [6]. As shown in Tab.
3, the configuration ”N1P2” can achieve an optimal balance
between complexity and performance. More layers or in-
verted bottlenecks can only promote the model marginally
but lead to much more computation.

4.5. Best Practices

Here we summarize the best practices for the building
block as follows:

• Postion Embedding. Explicit position embedding can
endow the models with better position awareness with
a low computation cost comparing with other PE man-
ners.

• Point Update. Point update is important and the com-
plexity allocation between the neighbor update and the
point update should be properly set.

• Neighbor Aggregation. Max pooling is not a pure
non-learnable aggregation function, its aggregation
power is comparable with the learnable aggregation
function but with much less computation complexity.
Any exploration for a new aggregation function should
set max pooling as the baseline.

• Neighbor Update. Applying the MLP before neigh-
bors grouping will bring a K times FLOPs reduction
comparing with using the contrary order. However, the
position embeding function must be carefully chosen
for the postition awareness.

The first and the second practice are usually ignored by
researchers but are vital for the effectiveness and efficiency
of the building block, which is demonstrated in Sec. 4.2
and Sec. 4.4. The third shares a similar viewpoint with
PosPool [10] which claims that different local aggregation
operators perform similarly. However, from the perspective
of PointMeta, we provide a deeper insight that max pool-
ing can be reformulated as a special case of vector self-
attention [32], which makes it have comparable aggrega-
tion power comparing with the learnable aggregation func-
tion. The fourth practice about neighbor update has been
emphasized by ASSANet [15], we restate it here because it
is important to notice its collabration with position embed-
ding function. We believe that these practices can provide a
guideline for the future research.

4.6. PointMetaBase

We apply the best practices summarized in Sec. 4.5
to design the building block and implement the four meta
functions as simply as possible. We name this block as
PointMetaBase, which we hope to become a solid baseline
for future research. Fig. 2 (g) shows the architecture of
PointMetaBase. The layer number of the first MLP is set
to 1 and that of the second MLP is set to 2. The neigh-
bor aggregation function is a simple max pooling. We use
the EPE adopted by Point Transformer [32] as the position
embedding function. Applying EPE and the MLP-before-
Group order, we tweak the set abstraction module [14, 16]
as the reduction block, termed PointMetaSA. We adopt the
same scaling strategies and decoder with PointNeXt [16] to
construct our PointMetaBase family:

• PointMetaBase-S : C = 32, B = 0
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Method
S3DIS 6-Fold S3DIS Area-5 ScanNet mIoU Params. FLOPs Throughput
mIoU
(%)

OA
(%)

mIoU
(%)

OA
(%)

Val
(%)

Test
(%) M G (ins./sec.)

PointNet++ [14] 54.5 81.0 53.5 83.0 53.5 55.7 1.0 7.2 237
PointCNN [8] 65.4 88.1 57.3 85.9 - 45.8 0.6 - -
DeepGCN [7] 60.0 85.9 52.5 - - - 3.6 - -
KPConv [22] 70.6 - 67.1 - 69.2 68.6 15.0 - -
RandLA-Net [5] 70.0 88.0 - - - 64.5 1.3 5.8 -
BAAF-Net [17] 72.2 88.9 65.4 88.9 - - 5.0 - -
Point Transformer [32] 73.5 90.2 70.4 90.8 70.6 - 7.8 5.6 -
CBL [20] 73.1 89.6 69.4 90.6 - 70.5 18.6 - -
ASSANet [15] - - 65.8 88.9 - - 2.4 2.5 300
ASSANet-L [15] - - 68.0 89.7 - - 115.6 36.2 136
PointNeXt-S [16] 68.0 87.4 63.4±0.8 87.9±0.3 64.5 - 0.8 3.6 276
PointNeXt-B [16] 71.5 88.8 67.3±0.2 89.4±0.1 68.4 - 3.8 8.9 161
PointNeXt-L [16] 73.9 89.8 69.0±0.5 90.0±0.1 69.4 - 7.1 15.2 109
PointNeXt-XL [16] 74.9 90.3 70.5±0.3 90.6±0.1 71.5 71.2 41.6 84.8 43
PointMetaBase-L 75.6 90.6 69.5±0.3 90.5±0.1 71.0 - 2.7 2.0 187
PointMetaBase-XL 76.3 91.0 71.1±0.4 90.9±0.1 71.8 - 15.3 9.2 104
PointMetaBase-XXL 77.0 91.3 71.3±0.7 90.8±0.6 72.8 71.4 19.7 11.0 90

Table 4. Semantic segmentation on S3DIS [1] (6-Fold and Area 5) and ScanNet V2 [3]. Our PointMetaBase family surpass the state-of-
the-art method PointNeXt [16] significantly with large FLOPs reduction.

• PointMetaBase-L : C = 32, B = (2, 4, 2, 2)

• PointMetaBase-XL : C = 64, B = (3, 6, 3, 3)

• PointMetaBase-XXL : C = 64, B = (4, 8, 4, 4)

C denotes the channel size of the stem MLP and B de-
notes the number of the PointMetaBase block in each stage.
Note that when B = 0, only one PointMetaSA block but
no PointMetaBase blocks are used at each stage. Due to
the excellent efficiency of PointMetaBase, we do not need
to construct the network at the level ”B” as done in Point-
NeXt [16]. In contrast, we choose to scale the model to a
larger level ”XXL”. The full details of network architecture
are avaliable in the supplementary materials.

5. Experiments

We studied the performance of PointMetaBase on S3DIS
[1], ScanNet V2 [3], ScanObjectNN [24] and ShapeNetPart
[30]. To enable a fair comparison, the same data process-
ing and evaluation protocols adopted by the state-of-the-art
method PointNeXt [16] were used in our experiments.

Experimental Setups. We optimized all our models us-
ing CrossEntropy loss with label smoothing [19], AdamW
optimizer, an initial learning rate 0.001, and weight decay
10−4, with Cosine Decay, with a 32G V100 GPU. Model
parameters, FLOPs and inference throughput are provided
for comparison. For a fair comparison, we use the open

codes provided by PointNext [16] to conduct the measure-
ments. 1 We also use MindSpore to validate the gener-
alization on different deep learning frameworks. All the
measurements are conducted using an NVIDIA Tesla A100
40GB GPU and a 12-core Intel Xeon @ 2.40GHz CPU.

5.1. 3D Scene Segmentation

S3DIS [1] is a challenging benchmark composed of 6
large-scale indoor areas, 271 rooms, and 13 semantic cate-
gories in total. The standard 6-fold cross-validation results
and the Area-5 results on S3DIS are reported in Tab. 4.
Since we adopt the same scaling strategies, PointMetaBase-
L and PointMetaBase-XL have the same configuration
on width and depth as PointNeXt-L and PointNeXt-XL.
With only 13% FLOPs, our PointMetaBase-L outperforms
PointNext-L by 1.7% and 0.8% in terms of mean IoU
(mIoU) and overall accuracy (OA), respectively, and is
much faster in terms of throughput. Compared with
PointNext-XL, our PointMetaBase-XL uses only 11% of
the FLOPs, but surpasses with 1.4% mIoU and 0.7% OA.
The inference speed is 2.4× faster. The excellent efficiency
and performance of PointMetaBase can be attributed to the
the removal of the computation redundancy in the two up-
date functions and the improved position awareness intro-
duced by explicit position embedding. ScanNet [3] con-
tains 3D indoor scenes of various rooms with 20 seman-
tic categories. The dataset is divided into 3 part: training,

1https://github.com/guochengqian/PointNeXt
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Method
ins. mIoU
(%)

cls. mIoU
(%)

Params
(M)

FLOPs
(G)

Throughput
(ins./sec)

PointNet++ [14] 85.1 81.9 1.0 4.9 -
KPConv [22] 86.4 85.1 - - -
ASSANet [15] 86.1 - - - -
Point Transformer [32] 86.6 83.7 7.8 - -
PointMLP [12] 86.1 84.6 - - -
StratifiedFormer [6] 86.6 85.1 - - -
PointNeXt-S [16] 86.7±0.0 84.4±0.2 1.0 4.5 873
PointNeXt-S (C=64) [16] 86.9±0.1 84.8±0.5 3.7 17.8 391
PointNeXt-S (C=160) [16] 87.0±0.1 85.2±0.1 22.5 110.2 118
PointMetaBase-S (ours) 86.7±0.0 84.3±0.1 1.0 1.39 1194
PointMetaBase-S (C=64) (ours) 86.9±0.1 84.9±0.2 3.8 3.85 706
PointMetaBase-S (C=160) (ours) 87.1±0.0 85.1±0.3 22.7 18.45 271

Table 5. Part segmentation on ShapeNetPart [30]. Compaerd with the state-of-the-art method PointNeXt [16], our PointMetaBase family
achieve comparable performance with large FLOPs reduction and faster inference speed.

Variants
OA
(%)

FLOPs
(G)

TP
(ins./sec)

PointNet++ [14] 77.9 1.7 2655
PointCNN [8] 78.5 - -
DGCNN [27] 78.1 4.8 735
DRNet [13] 80.3 - -
PointMLP [12] 85.4±1.3 31.3 405
PointNeXt-S [16] 87.7±0.4 1.7 2230
PointMetaBase-S 87.9±0.2 0.6 2674

Table 6. Classification on ScanObjectNN [24]. Our model sur-
passes PointNeXt-S [16] both with much less computation cost.

validation, and test splits, with 1201, 312 and 100 scans,
respectively. Following PointNeXt [16], we do not use any
voting strategies. As shown in Tab. 4, our PointMetaBase-L
surpasses PointNeXt-L 1.6% mIoU with only 14% FLOPs
and 1.7× faster inference speed. PointMetaBase-XL sur-
passes PointNeXt-XL 0.3% mIoU with only 11.3% FLOPs
and 2.4× faster inference speed.

5.2. 3D Object Classification

ScanObjectNN [24] contains about 15000 real scanning
objects, which are grouped into 15 classes and have 2902
unique instances. Following [12, 16], we experiment on
the hardest perturbed variant (PB T50 RS). To make a fair
comparison with PointNeXt [16], we did not use upscaled
variants of PointMetaBase on this benchmark. As reported
in Tab. 6, our model surpasses PointNeXt-S, while using
much fewer model FLOPs and running much faster.

5.3. 3D Part Segmentation

ShapeNetPart [30] is a dataset for part segmentation
of objects. It consists of 16880 models with 16 differ-

ent shape categories. Following the state-of-the-art method
PointNeXt [16], we used voting by averaging the results of
10 randomly scaled input point clouds, with scaling fac-
tors equal to [0.8,1.2]. As shown in Tab. 5, compaerd
with PointNeXt, our PointMetaBase family achieve com-
parable performance with large FLOPs reduction and faster
inference speed. Specially, for C=32/C=64/C=160, the
FLOPs of our PointMetaBase are only 30%21/%/17% that
of PointNeXt, and the inference speed of PointMetaBase is
1.4/1.8/2.3 times faster than that of PointNeXt.

6. Conclusion

In this paper, we reformulate existing models for point
cloud analysis into a general framework, PointMeta. Within
this framework, we provide an in-depth analysis on the
building blocks of existing models and summarize a few
best practices. Furthermore, we follow these best practices
and propose a simple building block, PointMetaBase, which
enjoys excellent performance and efficiency. Our work can
inspire new insights into building block design and future
architecture exploration. Next, building on this work, we
plan to explore neural architecture search methods [33–37]
that are specifically tailored for point cloud analysis.
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