Towards Fast Adaptation of Pretrained Contrastive Models for Multi-channel Video-Language Retrieval

Xudong Lin¹ Simran Tiwari¹, Shiyuan Huang¹, Manling Li²  
Mike Zheng Shou³, Heng Ji³, Shih-Fu Chang¹  
¹Columbia University ²UIUC ³National University of Singapore  
xudong.lin@columbia.edu

Abstract

Multi-channel video-language retrieval require models to understand information from different channels (e.g., video+question, video+speech) to correctly link a video with a textual response or query. Fortunately, contrastive multimodal models are shown to be highly effective at aligning entities in images/videos and text, e.g., CLIP [20]; text contrastive models are extensively studied recently for their strong ability of producing discriminative sentence embeddings, e.g., SimCSE [5]. However, there is not a clear way to quickly adapt these two lines to multi-channel video-language retrieval with limited data and resources. In this paper, we identify a principled model design space with two axes: how to represent videos and how to fuse video and text information. Based on categorization of recent methods, we investigate the options of representing videos using continuous feature vectors or discrete text tokens; for the fusion method, we explore the use of a multimodal transformer or a pretrained contrastive text model. We extensively evaluate the four combinations on five video-language datasets. We surprisingly find that discrete text tokens coupled with a pretrained contrastive text model yields the best performance, which can even outperform state-of-the-art on the iVQA and How2QA datasets without additional training on millions of video-text data. Further analysis shows that this is because representing videos as text tokens captures the key visual information and text tokens are naturally aligned with text models that are strong retrievers after the contrastive pretraining process. All the empirical analysis establishes a solid foundation for future research on affordable and upgradable multimodal intelligence.

1. Introduction

From retrieving a trending video on TikTok with natural language descriptions to asking a bot to solve your technical problem with the question and a descriptive video, AI agents handling multi-channel video-language retrieval-style tasks have been increasingly demanded in this post-social-media era. These tasks require the agent to fuse information from multiple channels, i.e., video and text to retrieve a text response or return a multi-channel sample for a text query. To power such agents, a popular approach [9, 10, 15, 34, 40] consists of two rounds of pretraining: (1) The 1st round is to obtain unimodal pretrained models, such as visual-only encoders [3, 6, 17, 20] (e.g., S3D,CLIP) and text-only encoders [4, 13, 22, 24] (e.g., BERT) (2) The 2nd round aims at pretraining on visual-text dataset - specifically, researchers leverage techniques like masked token modeling [9, 40] or contrastive learning [10, 15, 33, 34] to align and fuse unimodal features from model pretrained in the 1st round.

Such methods achieve good performance on multi-channel retrieval-style tasks but they suffer from two major limitations: 1) huge amounts of data and computational resources are required for the second-round “pretraining”, which significantly limits the research exploration without such resources; 2) the domain of video data used in the second round “pretraining” has to be strongly correlated with downstream tasks [9], which may restrict such methods from being generally applicable.

To alleviate such limitations, we study a novel problem: fast adaptation of pretrained contrastive models on multichannel video-language retrieval under limited resources. Specifically, we propose to adapt both contrastive multimodal models [16, 20] and contrastive text models [5, 22] to enjoy their strong encoding ability and discriminative embedding space. There has been tremendous progress recently on large-scale contrastive multimodal models [16, 17, 20]. Through pretraining on millions of images/videos, these models are highly effective at encoding visual inputs and linking entities across modalities. Meanwhile, contrastive text models [5, 22] have been also densely studied to obtain discriminative sentence embeddings. These models are shown to perform well on challenging text retrieval tasks such as semantic search [19], which requires
the model to understand both language and real-world knowledge [5, 22]. Such an ability allows the model to retrieve a text response or encode a text query in multichannel video-language retrieval-style tasks. Thereby, once the video information is effectively incorporated, it eliminates the necessity of second-round “pretraining” on large scale multimodal datasets, enabling fast adaptation to any video-language retrieval-style tasks.

We first conduct a systematic analysis on potential model designs, as shown in Figure 1. We identify the model design space with two design principles: how to represent the video information and how to fuse this video information with questions or other text such as speech. To represent video information, we could either adopt Continuous Features which is commonly used in existing work [18, 34], or project videos into unified Text Tokens [11] from various modalities. To fuse information from multiple channels, i.e., video and question/speech, there are two potential options, namely, a Multimodal Transformer [34] or a Text Transformer [18]. Hence, there are four combinations derived from this model design space, namely, Continuous Features + Multimodal Transformer [34], Continuous Features + Text Transformer, Text Tokens + Multimodal Transformer, Text Tokens + Text Transformer.

Our exploration of this model design space results into a simple yet effective approach that allows fast adaptation of pretrained contrastive models, which first leverages contrastive multimodal models to retrieve a sequence of Text Tokens for the visual input and then feeds these tokens together with other text to contrastive Text Transformer for answer retrieval. Its fast adaptation ability not only comes from the ability of linking entities across modalities of the contrastive multimodal model, but it also enjoys the natural alignment with contrastive text models to produce discriminative embeddings. To the best of our knowledge, this is the first proposal to adapt pretrained contrastive models in this manner, although each individual design choice may have been adopted previously. We further conduct in-depth analysis to understand 1) the trade-off between data efficiency and accuracy, 2) the impact of pretrained contrastive text model, and 3) the possible limitation of this framework.

The contribution could be summarized three-fold:

• We identified the principled model design space for fast adaption of pretrained contrastive multimodal models and pretrained contrastive text models.

• We conducted extensive experiments on five video-language datasets, observed a consistent trend across these four variants, and even obtained state-of-the-art performance (e.g., 6.5% improvement on How2QA) with the proposed Text Tokens + Text Transformer variant without using millions of extra multimodal data samples, which is essential to democratize the community of video+language.

• The proposed Text Tokens + Text Transformer variant scales significantly better than the other variants, w.r.t. the quality of pretrained text models. The code will be released at https://github.com/XudongLinthu/upgradable-multimodal-intelligence to facilitate future research.

2. Related Work

Pretrained Contrastive Models. In this paper, we mainly consider two types of contrastive models: 1) contrastive multimodal models [10, 12, 16, 20, 29], which typically consist of a visual encoder and a text encoder, and learn to map visual and text embeddings into a common space. They sample positive/negative pairs from aligned/unaligned image/video and text, and train the visual and text encoders with a contrastive objective in a self-supervised manner. With access to large-scale multimodal data (e.g., 400 million web image-text pairs [20]), they are shown superior in linking entities across modalities; 2) Unlike general language models [4, 21], contrastive text models [5, 22], which learn discriminative sentence embeddings from large-scale text data (e.g., 2 billion sentence pairs [23]), they construct positive and negative sentence pairs and train the text encoder in an either supervised or unsupervised manner.

Multi-channel Vision-Language Learning. Interests have been raised in multi-channel VL applications, where the model is asked to understand from both visual and language inputs to output a response (e.g., a phrase). Several works seek to get the response in a generative way [8, 11, 41], i.e., using a generative model to predict a sequence. On the other hand, retrieval-style [1, 2, 14, 37] accomplishes the tasks in a discriminative way, where discriminative embeddings are produced to select the best answer from an answer candidate pool. In the paper, we focus on retrieval-style tasks, e.g., video question answering [9, 32, 34, 39] and multi-channel text-to-video retrieval [31, 42].

Adapting Pretrained Models to VL Applications. Existing works [18, 27, 34, 35] explored different ways to adapt pretrained models to various vision-language tasks. For example, Shen et al. [25] explored directly taking visual features from pretrained CLIP [20] image encoders and feed them to existing vision-language models [27] and then retrain the whole model using the new CLIP visual features. This empirical analysis shows that visual features learned by contrastive multimodal models are better for vision-language tasks. Just-as [34] is a recent method for open-ended video question answering. The authors found the multimodal transformer gets significantly improved after a second-round pretraining on 69M video-question-answer triplets. All these methods require second-round pretraining on another large task-specific dataset, which requires
3. Technical Approach

In this section, we first include some preliminaries, and then introduce the four models in the model design space in detail. In the end, we describe the training technique and the implementation details.

3.1. Preliminaries

Multi-channel Video-language Retrieval-style Tasks. These tasks require the model to fuse information from multiple channels, i.e., video and text to retrieve a text response or return a multi-channel sample for a text query. Specifically, we mainly consider open-ended video question answering and multi-channel text-video retrieval. In open-ended video question answering, given a video \( v \) and question \( t \) as input, the model is required to retrieve the correct answer \( a_k \) from a large answer corpus \( \mathcal{A} = \{a_1, \ldots, a_{|\mathcal{A}|}\} \). In multi-channel text-video retrieval, given a text query \( a \), the model is required to retrieve the most relevant video \( v_i \) with associated speech text \( t_i \), which are from a corpus of multi-channel videos \( \mathcal{V} = \{v_1, t_1, \ldots, v_{|\mathcal{V}|}, t_{|\mathcal{V}|}\} \). For simplicity, in the model descriptions, we will adopt open-ended video question answering for illustration.

Pretrained Contrastive Multimodal Models. We mainly leverage pretrained video-text contrastive models. It consists of a video encoder \( \mathcal{F}_V : \mathbb{R}^{H \times W \times 3 \times F} \rightarrow \mathbb{R}^D \) and a text encoder \( \mathcal{F}_T : \mathbb{W}^L \rightarrow \mathbb{R}^D \), where \( H, W, F \) are the height, width and number of frames of the video, \( L \) is the length of the sentence, \( D \) is the dimension of the common embedding space and \( \mathbb{W} \) is the set of all the words. Note that in all of the models, the pretrained contrastive multimodal models are frozen for fast adaptation.

Pretrained Contrastive Text Models. The idea is to train a text encoder \( \mathcal{G} : \mathbb{W}^L \rightarrow \mathbb{R}^D \) to push the output embeddings of two relevant sentences to be similar and the irrelevant to be dissimilar. The pretrained contrastive text models will be updated in all of the models. Since all the actual instances of text models are transformer-based, text models...
and text transformers are used interchangeably.

**Multimodal Transformer and Projector.** It is a shallow transformer model [28] $\mathcal{H} : \mathbb{R}^{L \times D} \rightarrow \mathbb{R}^{L \times D}$. We direct the audience for details of the transformer model to [28]. Inspired by prefix tuning [18], we use the same transformer architecture for the projector $\mathcal{P} : \mathbb{R}^{L \times D} \rightarrow \mathbb{R}^{L \times D}$, which is used to project video feature vectors to the input space of the pretrained text model.

### 3.2. Model Variants in the Design Space

For all the four variants, there is a separate encoder $\mathcal{G}_A$ to encode answers, which is initialized from pretrained text models. In the following, we mainly focus on the difference of these four variants, i.e., the video representation and the multimodal fusion design.

**a. Continuous Features + Multimodal Transformer**

As shown in Figure 1, in this variant, we first directly use the pretrained video encoder $F_V$ to represent input video segment $v$ as continuous feature vectors. The pretrained contrastive text model $G$ is used to extract contextualized text embeddings from the question $t$. A randomly initialized multimodal transformer $\mathcal{H}$ is used to fuse information of the video and the question. Overall the model could be expressed as follows:

$$e_{v,t} = \mathcal{H}(G(t), F_V(v)), \quad (1)$$

where $G(t)$ are actually concatenated with $F_V(v)$ along the length axis before they are fed into the multimodal transformer.

**b. Continuous Features + Text Transformer**

Inspired by prefix tuning work [18], in this variant, we leverage a transformer projector $\mathcal{P}$ to project the continuous features from the video encoder $F_V$ into the input space of the text transformer. Then the text transformer will fuse the information from both the video $v$ and the question $t$,

$$e_{v,t} = G(t, P(F_V(v))), \quad (2)$$

where the question $t$ actually first passes the embedding layer of $G$ and then is concatenated with projected video features $P(F_V(v))$.

**c. Text Tokens + Multimodal Transformer**

We propose the Text Token retrieval process as follows. First, we construct the word vectors from a predefined word vocabulary $\mathcal{W}$; specifically, for each word $w_i$, we use the text encoder to obtain its word vector $F_T(w_i)$. For the input video $v$, we encode it with the pretrained video encoder $F_V(v)$. Then we compare the similarity between the video and each of the words to retrieve $k$ most similar words,

$$w_{v,1}, \ldots, w_{v,k} = \arg \max_i \frac{k}{i} F_T(w_i) \top F_V(v). \quad (3)$$

Then the retrieved words are fed into the pretrained text model with the question in parallel to obtain the contextualized embeddings, which are finally concatenated to be fed into the multimodal transformer,

$$e_{v,t} = \mathcal{H}(G(t), G(w_{v,1}, \ldots, w_{v,k})). \quad (4)$$

Note that to maintain similar parameter usage, we share the weights between the text model $G$ taking question as input and the text model $G$ taking video words as input.

**d. Text Tokens + Text Transformer**

In this variant, we follow the same text token retrieval process and then further simplify the model to use pretrained text model for modality fusion. Formally, it can be described as,

$$e_{v,t} = G(t, w_{v,1}, \ldots, w_{v,k}), \quad (5)$$

where the question $t$ and all the retrieved words are concatenated as a whole text sequence and then input to the pretrained text model. The removal of the multimodal transformer enables this variant to directly benefit from the pretrained discriminative sentence embedding space of $G$.

### 3.3. Training

During training, we leverage the NCE loss [34] to optimize the parameters $\theta$ of $G, G_A, \mathcal{H}$, and $\mathcal{P}$ (if included in the model). In the actual training process, we calculate loss in a mini-batch manner. For simplicity, we omit average over a batch in the following equations.

For open-ended video question answering, we optimize the following objective

$$\min_{\theta} - \log \frac{\exp(e_{v,t}^\top G_A(a_i))}{\sum_i \exp(e_{v,t}^\top G_A(a_i))}, \quad (6)$$

where $l$ is the ground-truth answer index.

For multi-channel text-video retrieval, we adopt the symmetric version of the loss [20]. Specifically,

$$\min_{\theta} - \frac{1}{2} \left[ \log \frac{\exp(e_{v,t}^\top G_A(a_i))}{\sum_i \exp(e_{v,t}^\top G_A(a_i))} + \log \frac{\exp(e_{v,t}^\top G_A(a_i))}{\sum_i \exp(e_{v,t}^\top G_A(a_i))} \right], \quad (7)$$

where $e_{v,t}$ and $a_i$ are a pair of embeddings of multi-channel video and text query, and $e_{v,t}$ is the representation of the i-th multi-channel video in the mini-batch. Note that although $G_A$ is also initialized from the pretrained text model, it does not share parameters with $G$ during training, following the setting of [34].
Table 1. Comparison of the four model variants on various multi-channel video-text retrieval-style tasks. Acc is short for accuracy. AveR is short for average recall@ \{1, 5, 10\}.

<table>
<thead>
<tr>
<th>Model</th>
<th>iVQA Open-ended Acc(%)</th>
<th>ActivityNet-QA Open-ended Acc(%)</th>
<th>Multi-Choice Acc(%)</th>
<th>How2QA Retrieval AveR (%)</th>
<th>YouCook II Retrieval AveR (%)</th>
<th>VATEX Retrieval AveR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conti. + Multi.</td>
<td>22.4</td>
<td>36.9</td>
<td>79.2</td>
<td>41.9</td>
<td>69.4</td>
<td>64.9</td>
</tr>
<tr>
<td>Conti. + Text</td>
<td>23.2</td>
<td>37.3</td>
<td>80.4</td>
<td>46.2</td>
<td>72.7</td>
<td>70.5</td>
</tr>
<tr>
<td>Text + Multi.</td>
<td>23.4</td>
<td>37.1</td>
<td>79.4</td>
<td>40.4</td>
<td>67.5</td>
<td>65.2</td>
</tr>
<tr>
<td>Text + Text</td>
<td>31.6</td>
<td>38.7</td>
<td>82.9</td>
<td>49.7</td>
<td>74.8</td>
<td>74.8</td>
</tr>
</tbody>
</table>

3.4. Implementation Details

We use MPNet (all-mpnet-base-v2) [23, 26] as $G$ when not specified. It is ranked first by Sentence Transformers [23] at the time of writing (November, 2022). We use the pretrained models from [16] for $\mathcal{F}_T$ and $\mathcal{F}_V$ when not specified. When using CLIP [20], we follow FrozenBILM [36]. The resulted video feature vector is at 1 vector per 1.5 seconds. For $\mathcal{H}$ and $\mathcal{P}$, we use the same shallow multimodal transformer as in [34], which has 2 transformer blocks with 512/768 as the embedding dimension. We follow the training procedure and hyper-parameter settings for all the variants to conduct fair comparisons. Details are provided in the supplementary material.

We find that the vocabulary $\mathcal{W}$ can be effectively constructed by parsing all the query/answer sentences in the downstream datasets with spaCy [7] to obtain a set of unique verbs and nouns. We use $k = 15$ words retrieved from the vocabulary for each feature vector in the video. We follow [34] to sub-sample video feature vectors when the video is too long to fit the memory. We further apply a max pooling with kernel size as 5 to sub-sample the retrieved words to avoid too many repetitions of words of neighbouring segmenting.

4. Experimental Results

In this section, we will first introduce the datasets and evaluation metric, then we organize the following subsections by answering a set of important questions of the four model variants. Extra ablations are provided in the supplementary material for hyper-parameter selection.

4.1. Dataset and Evaluation Metric

We select 5 commonly used multi-channel retrieval-style datasets: iVQA [34], How2QA [9], ActivityNet-QA [39], YouCook II [43], and VATEX [31] as the main evaluation datasets. For the first three datasets, accuracy is used as the evaluation metric and for the other two, an average of recall@ \{1, 5, 10\} is used. Details are provided in the supplementary material.

MSRVT-QA and MSVD-QA [32]. These two datasets are automatically generated from video-caption pairs. The data is too noisy compared to the aforementioned manually annotated datasets but this actually could serve as a testbed to see under what circumstances our variants won’t work well. We follow [34] for experimental settings and evaluation metric on these two datasets.

4.2. Which of the variants performs the best?

As shown in Table 1, the Text Tokens + Text Transformer consistently performs better than the other three variants when we directly tune these models without second-round large-scale multimodal “pretraining”. We suppose this is because of this variant can easily benefit from both pretrained contrastive multimodal models and contrastive text models without struggling to align the space of them or training a multimodal transformer from scratch. We also observe that on downstream task from similar domains with that of the pretrained contrastive multimodal model [16], our proposed variant usually enjoys higher improvement, e.g., on iVQA and YouCook II.

To further understand the behavior of these four variants with limited training data for downstream adaptation, we explore the few-shot setting. We sample a subset of iVQA and train the four variants with the same sub-sampled set for the same number of iterations with that of the full-shot setting. In Figure 2, we consistently observe a large margin between Text Tokens + Text Transformer and the other

---

1 https://arxiv.org/abs/2206.02082
variants. Continuous Features + Multimodal Transformer generally performs the worst on the iVQA dataset and also other datasets, which implicitly verifies our hypothesis that it is crucial to directly leverage the aligned representation space and the discriminative output space.

### 4.3. Comparison with state-of-the-art on accuracy-efficiency trade-off

We aim to examine the trade-off between downstream performance and the additional resource requirements, through comparison between our best variant with state-of-the-art models that leverage huge amounts of data and computational resources for pretraining the multimodal transformer [35, 36]. As shown in Table 2, with three orders of magnitude smaller amount GPU training time, our model can actually achieve comparable or even better results than the state-of-the-art. When using pretrained \( F_{V}, F_{T} \) from [16], our model can even outperform the state-of-the-art by 0.8% when with ASR as input.

When switching the \( F_{V}, F_{T} \) to CLIP [20], our Text Tokens + Text Transformer even significantly outperforms than models that enjoys a more costly end-to-end second-round “pretraining” process like MERLOT [40] or SiaSamRea [38]. Most encouragingly, our model also outperforms the state-of-the-art FrozenBiLM on How2QA (\(+6.5\%) and iVQA (\(+0.5\%\)), which uses 10 million samples for second-round “pretraining” and uses a much larger text model.

We also would like to highlight that our Text Tokens + Text Transformer easily benefits from a better pretrained \( F_{V}, F_{T} \) as we observe significant improvement for our model, which is encouraging for future development of our proposed model when better pretrained multimodal contrastive models are available. Comparisons on the other two datasets are separately provided in the supplementary material as the compared methods in Table 2 are not state-of-the-art on them.

### 4.4. How well does Text Tokens + Text Transformer benefit from pretrained text models?

To comprehensively understand the effect of pretrained contrastive text models, we investigate two sources of models, as shown in Figure 3 and Figure 4. SBERT [23] is a widely-used library with models trained on paired sentences. We measure the quality of pretrained text models with the average performance over 20 sentence embedding/semantic search tasks. SimCSE [5] explores unsupervised contrastive learning of transformer models and provides various models. We measure the quality of pretrained text models with the average performance over 7 semantic textual similarity (STS) tasks.

In Figure 3, we first study the four variants trained on the same data with different model sizes. MiniLM [30] (paraphrase-MiniLM [23]) with \( \{3, 6, 12\} \) layers is a suitable testbed as the model architecture is identical but the number of layers changes. We obtain a clear positive correlation between the quality of text models and the accuracy on iVQA. We then study the same model trained with different size of data: paraphrase-mpnet-base-v2, multi-qa-mpnet-base-dot-v1, and all-mpnet-base-v2, which are trained on 83 million, 215 million, and 2 billion sentence pairs, respectively. Again our proposed variant scales well with the performance of the text models.

The scalability w.r.t. the quality of pretrained text model of the proposed Text Tokens + Text Transformer is surprisingly superior compared the other variants. As shown in Figure 3, among all the four variants, the proposed Text Tokens + Text Transformer has the most positive correlation between the multimodal task performance on iVQA and the quality of the pretrained text models. We also observe that both models using pretrained text transformer for mu-

<table>
<thead>
<tr>
<th>Model</th>
<th>( F_{V}, F_{T} )</th>
<th>Extra MM Samples</th>
<th>( \Delta ) GPU hours</th>
<th>iVQA</th>
<th>ActivityNet</th>
<th>How2QA</th>
</tr>
</thead>
<tbody>
<tr>
<td>MERLOT [40]</td>
<td>-</td>
<td>180M</td>
<td>-</td>
<td>-</td>
<td>41.4</td>
<td>-</td>
</tr>
<tr>
<td>SiaSamRea [38]</td>
<td>-</td>
<td>5.6M + 80K</td>
<td>-</td>
<td>-</td>
<td>39.8</td>
<td>84.1</td>
</tr>
<tr>
<td>VQA-T [35]</td>
<td>S3D [16]</td>
<td>69M + 3M</td>
<td>350 + 30</td>
<td>35.5</td>
<td>-</td>
<td>85.3</td>
</tr>
<tr>
<td>Conti. + Multi.</td>
<td>S3D [16]</td>
<td>69M</td>
<td>400</td>
<td>35.4</td>
<td>38.9</td>
<td>84.4</td>
</tr>
<tr>
<td>Conti. + Multi. (+ ASR)</td>
<td>S3D [16]</td>
<td>69M</td>
<td>400</td>
<td>36.0</td>
<td>38.9</td>
<td>84.8</td>
</tr>
<tr>
<td>Text + Text (Ours)</td>
<td>S3D [16]</td>
<td>0</td>
<td>0</td>
<td>31.6</td>
<td>38.7</td>
<td>82.9</td>
</tr>
<tr>
<td>Text + Text (+ ASR, Ours)</td>
<td>S3D [16]</td>
<td>0</td>
<td>0</td>
<td>36.8</td>
<td>38.8</td>
<td>84.6</td>
</tr>
</tbody>
</table>

Table 2. Comparison with the state-of-the-art on iVQA, ActivityNet and How2VQA in terms of accuracy and efficiency. Extra MM Samples indicate the number of video-text samples that are needed in the second-round pretraining. \( \Delta \) GPU hours refer to the additional computation required for the second-round pretraining. + ASR indicates the use of ASR texts of the video as additional inputs. Note that our variant typically requires 0.5 GPU hours for training. Methods in gray enjoy a more costly end-to-end training process.
timodal fusion have a positive correlation and both models using multimodal transformer for multimodal fusion don’t benefit from the improvement of the pretrained text models. From this comparison, we conclude that only the proposed Text Tokens + Text Transformer can well enjoy the improvement of pretrained text models.

We also verify the necessity of using pretrained contrastive text models by directly tuning the MPNet from [26] without contrastive pretraining. It is not shown in Figure 3 as its text performance is not evaluated by sbert.net. This model only achieves 22.0%, which is significantly lower than the three contrastively pretrained versions.

Then we compare both the unsupervised and supervised BERT/RoBERTa models from SimCSE. As shown in Figure 4, as STS performance increases, the overall downstream performance on iVQA is improved, despite incoherence across different model architectures. As a summary, even with various model architectures, training methods, supervision sources and dataset sizes, we consistently observe positive correlation, which is highly encouraging for further upgradability of the proposed Text Tokens + Text Transformer in the future.

4.5. Model Interpretation

To understand why our proposed Text Tokens + Text Transformer performs well, we select iVQA to first check a simple statistic: the proportion of test samples that have at least one word overlapped between the answer and retrieved text tokens of the video. We find that the proportion is actually 66.4%, which partially explains why we obtain a huge improvement on the iVQA dataset.

We visualize one successful case and one failure case in Figure 5. In Figure 5a, the model is not able to retrieve the answer word “apron” for the video but based on the rich kitchen-related context words, the text-transformer can still answer the question correctly. This indicates that our proposed model can accommodate imperfection of the tokenization process. In Figure 5b, although “soup” is retrieved as a text token for the video in the first few segments of the video, the crucial video segment required fine-grained temporal understanding of the video in the last segment and the text tokens after max pooling is dominated by other food-related words. But overall, according the aforementioned statistic, this Text Tokens + Text Transformer approach certainly enjoys the high explainability in its design, compared with other using Continuous Features.

4.6. Results on Automatically Generated Datasets

We evaluate the proposed Text Tokens + Text Transformer on the automatically generated MSRVTT-QA and MSVD-QA datasets. We find that Text Tokens + Text Transformer (39.7%, 40.9%) performs similarly with the Continuous Features + Multimodal Transformer baseline (39.6%, 41.2%). To quantify the imperfection of question generation, we carefully convey a manual study on
50 randomly sampled question-answer-video triplets in the MSRVTT-QA dataset. We found that the 6% of the questions are not exactly aligned with the video, e.g., wrong entity descriptions/wrong action descriptions. 24% of the questions have grammatical errors. 10% of the questions are ambiguous. These results indicate that when the text queries have very low-quality, the well-trained text embedding space may suffer from the style change of the input language. More discussion is included in the supplementary.

5. Conclusion

We aim at a novel and challenging problem: fast adaptation of pretrained contrastive multimodal models and pretrained contrastive text models for multi-channel video-language retrieval under limited data and computation resources. We systematically evaluate four variants of models from our identified principled model design space. Through extensive analysis, we find the variant with text tokens as video representations and contrastive text model for multimodal fusion achieve the best performance. Without millions of multimodal data for pretraining and three orders of magnitude more training time, our model achieves comparable performance with the state-of-the-art model. We further show that this simple yet effective variant can be easily improved by using better pretrained contrastive multimodal models or pretrained contrastive text models, which uncovers the great potential of our proposed model to democratize the video-language research community from heavy dependence on huge data and computation resources towards upgradable multimodal intelligence.
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