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Abstract

Contrastive learning has recently demonstrated great
potential for unsupervised pre-training in 3D scene un-
derstanding tasks. However, most existing work ran-
domly selects point features as anchors while building con-
trast, leading to a clear bias toward background points
that often dominate in 3D scenes. Also, object aware-
ness and foreground-to-background discrimination are ne-
glected, making contrastive learning less effective. To
tackle these issues, we propose a general foreground-aware
feature contrast (FAC) framework to learn more effective
point cloud representations in pre-training. FAC consists
of two novel contrast designs to construct more effective
and informative contrast pairs. The first is building positive
pairs within the same foreground segment where points tend
to have the same semantics. The second is that we prevent
over-discrimination between 3D segments/objects and en-
courage foreground-to-background distinctions at the seg-
ment level with adaptive feature learning in a Siamese cor-
respondence network, which adaptively learns feature cor-
relations within and across point cloud views effectively.
Visualization with point activation maps shows that our
contrast pairs capture clear correspondences among fore-
ground regions during pre-training. Quantitative exper-
iments also show that FAC achieves superior knowledge
transfer and data efficiency in various downstream 3D se-
mantic segmentation and object detection tasks. All codes,
data, and models are available.

1. Introduction
3D scene understanding is crucial to many tasks such

as robot grasping and autonomous navigation [12, 21, 30].
However, most existing work is fully supervised which re-
lies heavily on large-scale annotated 3D data that is often
laborious to collect. Self-supervised learning (SSL), which
allows learning rich and meaningful representations from
large-scale unannotated data, has recently demonstrated
great potential to mitigate the annotation constraint [1, 5].
It learns with auxiliary supervision signals derived from
unannotated data, which are usually much easier to col-
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Figure 1. Constructing informative contrast pairs matters in con-
trastive learning: Conventional contrast requires strict point-level
correspondence. The proposed method FAC takes both fore-
ground grouping and foreground-background distinction cues into
account, thus forming better contrast pairs to learn more informa-
tive and discriminative 3D feature representations.

lect. In particular, contrastive learning as one prevalent SSL
approach has achieved great success in various visual 2D
recognition tasks [6, 29].

Contrastive learning has also been explored for point
cloud representation learning in various downstream tasks
such as semantic segmentation [7, 18, 22, 42], instance seg-
mentation [19, 20], and object detection [26, 44]. However,
many successful 2D contrastive learning methods [6,14,46]
do not work well for 3D point clouds, largely because
point clouds often capture wide-view scenes which con-
sist of complex points of many irregularly distributed fore-
ground objects as well as a large number of background
points. Several studies attempt to design specific contrast
to cater to the geometry and distribution of point clouds.
For example, [22] employ max-pooled features of two aug-
mented scenes to form the contrast, but they tend to over-
emphasize holistic information and overlook informative
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features about foreground objects. [19, 26, 42] directly use
registered point/voxel features as positive pairs and treat all
non-registered as negative pairs, causing many false con-
trast pairs in semantics.

We propose exploiting scene foreground evidence and
foreground-background distinction to construct more fore-
ground grouping aware and foreground-background distinc-
tion aware contrast for learning discriminative 3D represen-
tations. For foreground grouping aware contrast, we first
obtain regional correspondences with over-segmentation
and then build positive pairs with points of the same re-
gion across views, leading to semantic coherent repre-
sentations. In addition, we design a sampling strategy
to sample more foreground point features while building
contrast, because the background point features are often
less-informative and have repetitive or homogeneous pat-
terns. For foreground-background contrast, we first en-
hance foreground-background point feature distinction, and
then design a Siamese correspondence network that se-
lects correlated features by adaptively learning affinities
among feature pairs within and across views in both fore-
ground and background to avoid over-discrimination be-
tween parts/objects. Visualizations show that foreground-
enhanced contrast guides the learning toward foreground re-
gions while foreground-background contrast enhances dis-
tinctions among foreground and background features effec-
tively in a complementary manner, the two collaborating to
learn more informative and discriminative representation as
illustrated in Fig. 1.

The contributions of this work can be summarized in
three aspects. First, we propose FAC, a foreground-aware
feature contrast framework for large-scale 3D pre-training.
Second, we construct region-level contrast to enhance the
local coherence and better foreground awareness in the
learned representations. Third, on top of that, we de-
sign a Siamese correspondence framework that can lo-
cate well-matched keys to adaptively enhance the intra-
and inter-view feature correlations, as well as enhance the
foreground-background distinction. Lastly, extensive ex-
periments over multiple public benchmarks show that FAC
achieves superior self-supervised learning when compared
with the state-of-the-art. FAC is compatible with the preva-
lent 3D segmentation backbone network SparseConv [15]
and 3D detection backbone networks including PV-RCNN,
PointPillars [25], and PointRCNN [36]. It is also applica-
ble to both indoor dense RGB-D and outdoor sparse LiDAR
point clouds.

2. Related Work

2.1. 3D Scene Understanding

3D scene understanding aims for the understanding of
3D depth or point-cloud data and it involves several down-

stream tasks such as 3D semantic segmentation [9, 31],
3D object detection [11], etc. It has recently achieved
very impressive progress as driven by the advance in 3D
deep learning strategy and the increasing large-scale 3D
datasets. Different approaches have been proposed to ad-
dress various challenges in 3D scene understanding. For
example, the point-based approach can learn point clouds
well but is often stuck by high computational costs while
facing large-scale point-cloud datasets. Voxel-based ap-
proach [10, 32, 47] is computation and memory efficient
but often suffers from information loss from the voxel
quantification. In addition, voxel-based SparseConv net-
work [15,39] has shown very promising performance in in-
door scene segmentation, while combining point and voxel
often has a clear advantage in outdoor LiDAR-based detec-
tion [25, 47]. Our proposed SSL framework shows consis-
tent superiority in indoor/outdoor 3D perception tasks, and
it is also backbone-agnostic.

2.2. Self-supervised Pre-training on Point Clouds

Contrastive Pre-training. Recent years have witnessed
notable success in contrastive learning for learning unsuper-
vised representations. For example, contrast scene context
(CSC) [19, 42] explores contrastive pre-training with scene
context descriptors. However, it focuses too much on opti-
mizing low-level registered point features but overlooks the
regional homogeneous semantic patterns and high-level fea-
ture correlations. Some work employs max-pooled scene-
level information for contrast [22, 26], but it tends to sac-
rifice local geometry details and object-level semantic cor-
relations, leading to sub-optimal representations for dense
prediction tasks such as semantic segmentation. Differ-
ently, we explicitly consider regional foreground aware-
ness as well as feature correlation and distinction among
foreground and background regions which lead to more in-
formative and discriminative representations in 3D down-
stream tasks.

Further, many approaches incorporate auxiliary tempo-
ral or spatial 3D information for self-supervised contrast
with augmented unlabeled datasets [22] and synthetic CAD
models [8, 34, 41, 43]. STRL [22] introduces a mechanism
of learning from dynamic 3D scenes synthetic 3D by re-
garding 3D scenes are RGB-D video sequences. Random-
rooms [34] synthesizes man-made 3D scenes by randomly
putting synthetic CAD models into regular synthetic 3D
scenes. 4DContrast [8] leverages spatio-temporal motion
priors of synthetic 3D shapes to learn a better 3D represen-
tation.
Masked Generation-based Pre-training. Masked image
modeling has demonstrated its effectiveness in various im-
age understanding tasks with the success of vision trans-
formers [3]. Recently, mask-based pre-training [17, 27, 33,
35, 40] has also been explored for the understanding of
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small-scale 3D shapes [4,37,41]. However, mask-based de-
signs usually involve a transformer backbone [27,28,33,45]
that has a high demand for both computation and memory
while handling large-scale 3D scenes.

3. Method

As illustrated in Fig. 2, our proposed FAC framework is
composed of four components: data augmentation, back-
bone network feature extraction, feature matching, and
foreground-background aware feature contrastive optimiza-
tions with matched contrast pairs. In the following, we first
revisit typical contrastive learning approaches for 3D point
clouds and discuss their limitations that could lead to less
informative representations. We then elaborate our pro-
posed FAC from three major aspects: 1) Regional group-
ing contrast that exploits local geometry homogeneity from
over-segmentation to encourage semantic coherence of lo-
cal regions; 2) A correspondence framework that consists of
a Siamese network and a feature contrast loss for capturing
the correlations among the learned feature representations;
3) Optimization losses that take advantage of the better con-
trast pairs for more discriminative self-supervised learning.

3.1. Point- and Scene-Level Contrast Revisited

The key in contrastive learning-based 3D SSL is to con-
struct meaningful contrast pairs between the two augmented
views. Positive pairs have been constructed at either point
level as in PointContrast (PCon) [42] or scene level as in
DepthContrast (DCon). Concretely, given the augmented
views of 3D partial point/depth scans, the contrastive loss
is applied to maximize the similarity of the positive pairs
and the distinction between negative pairs. In most cases,
InfoNCE loss can be applied for contrast:

Lctra = −
1

∥Bp∥
∑

(a,b)∈Bp

log
exp(fag1 · fbg2/τ)∑

(·,c)∈Bp exp(fag1 · fcg2/τ))
. (1)

Here fg1 and fg2 are the feature vectors of two augmented
views for contrast. Bp is the index set of matched positive
pairs. (a, b) ∈ Bp is a positive pair whose feature embed-
dings are forced to be similar, while {(a, c)|(·, c) ∈ Bp, c ̸=
b} are negative pairs whose feature embeddings are encour-
aged to be different. PCon [42] directly adopts registered
point-level feature pairs while DCon uses the max-pooled
scene-level feature pairs for contrast.

Despite their decent performance in 3D downstream
tasks, the constructed contrast pairs in prior studies tend to
be sub-optimal. As illustrated in Fig. 1, point-level contrast
tends to overemphasize the fine-grained low-level details
and overlook the region-level geometric coherence which
often provides object-level information. Scene-level con-
trast aggregates the feature of the whole scene for contrast,

which can lose the object-level spatial contexts and distinc-
tive features, leading to less informative representations for
downstream tasks. We thus conjecture that region-level cor-
respondences are more suitable to form the contrast, and
this has been experimentally verified as illustrated in Fig. 1,
more details to be elaborated in ensuing Subsections.

3.2. Foreground-Aware Contrast

Region-wise feature representations have been shown
very useful in considering contexts for downstream tasks
such as semantic segmentation and detection. In our pro-
posed geometric region-level foreground-aware contrast,
we obtain regions by leveraging the off-the-shelf point
cloud over-segmentation techniques [16]. The adoption of
over-segmentation is motivated by its merits in three ma-
jor aspects. First, it can work in a completely unsupervised
manner without requiring any annotated data. Second, our
proposed regional sampling (to be described later) allows
us to filter out background regions such as ceilings, walls,
and ground in an unsupervised manner, where the back-
ground regions are often represented by geometrically ho-
mogeneous patterns with a large number of points. Regions
with a very limited number of points can also be filtered
out, which are noisy in both geometry and semantics. Third,
over-segmentation provides geometrically coherent regions
with high semantic similarity, while diverse distant regions
tend to be semantically distinct after sampling, which ef-
fectively facilitates discriminative feature learning. Specif-
ically, over-segmentation divides the original point clouds
scene into I class-agnostic regions S = {s1, s2, ..., si}, and
si ∩ sk = ∅ for any si ̸= sk. Our empirical experiments
show that our framework FAC works effectively with main-
stream over-segmentation approaches without fine-tuning.
Regional Sampling for Balanced Learning. We design
a simple but effective region sampling technique to ob-
tain meaningful foreground from the geometrically homo-
geneous regions as derived via over-segmentation. Specifi-
cally, we first count the number of points in each region and
rank regions according to the number of points it contains.
We then identify the region having the median number of
points as smed. Next, we select H regions having the clos-
est number of points with smed to form contrast pairs. Ex-
tensive experiments show that this sampling strategy is ef-
fective in the downstream task. We conjecture that the mas-
sive points in background regions encourage biased learn-
ing towards repetitive and redundant information, while re-
gions with very limited points are noisy in both geometry
and semantics. Our sampling strategy can encourage bal-
anced learning towards the foreground regions which leads
to more informative and discriminative representations.
Contrast for Local Regional Consistency. Different from
the above-mentioned PCon [42] and DCon, we directly ex-
ploit region homogeneity to obtain contrast pairs. Specifi-
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Figure 2. The framework of our proposed FAC. FAC takes two augmented 3D point cloud views as input which first extracts the backbone
features Da and Db for foreground aware contrast with LGeo. The backbone features are then reshaped to regularized representation Ea

and Eb to find correspondences across two views for feature matching. Specifically, we adopt the projector h to transfer Ea and Eb to feature
maps Sa and Sb to adaptively learn their correlations and produce enhanced representations Ha and Hb. Finally, Ha and Hb are reshaped
back to Fa and Fb where matched feature pairs are enhanced with feature contrast loss LFea. Hence, FAC exploits complementary
foreground awareness and foreground-background distinction within and across views for more informative representation learning.

cally, taking the average point feature within a region as the
anchor, we regard selected features within the same region
as positive keys and in different regions as negative keys.
Benefiting from the region sampling strategy, we can focus
on the foreground for better representation learning. Denote
the number of points within a region as N (si) and the back-
bone feature as D, we aggregated their point feature dj ∈ D
to produce an average regional feature Dm within a region
as the anchor in contrast to enhance robustness:

Dm =
1

∥N (si)∥
∑

j∈N(si)

dj . (2)

Regarding Dm as the anchor, we propose a foreground
aware geometry contrast loss LGeo pulling the point feature
to its corresponding positive features in the local geometric
region, and pushing it apart from negative point features of
different separated regions:

LGeo = −
1

∥Bp∥
∑

(a,b)∈Bp

log
exp(Da

m · db,+j /τ)∑
(·,c)∈Bp exp(Da

m · db,−j /τ))
. (3)

Here, d+
j and d−

j denote the positive and negative samples
with Dm, respectively. We set the number of positive and
negative point feature pairs for each regional anchor as k
equally. Note our proposed foreground contrast is a general-
ized version of PCon [42] with foreground enhanced and it
returns to PCon if all regions shrink to a single point. Bene-
fiting from the regional geometric consistency and balanced
foreground sampling, the foreground aware contrast alone
outperforms the state-of-the-art CSC [19] in data efficiency
in empirical experimental results.

3.3. Foreground-Background Aware Contrast

As illustrated in Fig. 2, we propose a Siamese correspon-
dence network (SCN) to explicitly identify feature corre-
spondences within and across views and introduce a feature
contrast loss to adaptively enhance their correlations. The
SCN is merely used during the pre-training stage for im-
proving the representation quality. After pre-training, only
the backbone network is fine-tuned for downstream tasks.
Siamese Correspondence Network for Adaptive Cor-
relation Mining. Given the input 3D scene Xi with N
points, FAC first transforms it to two augmented views Xa

and Xb ∈ RN×fin , and obtain backbone feature Da and
Db ∈ RN×fc by feeding the two views into the backbone
network G and its momentum update (via exponential mov-
ing average), respectively (fc is the number of feature chan-
nels). For fair comparisons, we adopt the same augmenta-
tion scheme with existing work [19, 44]. In addition, We
reshape the backbone point-level features to feature maps
Ea and Eb ∈ Rm×N

m×fc to obtain regularized point cloud
representations and reduce computational costs. We then
apply the projector h to Ea and Eb respectively to obtain
feature maps Sa and Sb ∈ Rm×N

m ×fc of the same dimen-
sion as Ea and Eb. We adopt two simple point-MLPs with a
ReLU layer in between to form the projector h. The feature
maps Sa and Sb work as learnable scores which adaptively
enhance the significant and correlated features within and
across two views. Finally, we conduct element-wise prod-
uct between E and S to obtain the enhanced feature Ha and
Hb ∈ Rm×N

m×fc and further transform them back to point-
wise features Fa and Fb ∈ RN×fc for correspondence min-
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ing. The global feature-level discriminative representation
learning is enhanced by the proposed SCN, enabling subse-
quent contrast with the matched feature.
Contrast with the Matched Feature and Foreground-
Background Distinction. With the obtained sampled
foreground-background pairs labeled as negative, we con-
duct feature matching to select the most correlated posi-
tive contrastive pairs. As illustrated in Fig. 2, we evalu-
ate the similarity between Fa and Fb and select the most
correlated pairs for contrast. The regional anchors are se-
lected in the same manner as in Subsection 3.2. Concretely,
we first introduce an average feature Fa

m for point feature
within a region as the anchor when forming contrast, given
as Fa

m = 1
∥N (si)∥

∑
j∈N (si)

faj , based on the observation
that points in the same local region tends to have the same
semantic. For j-th point-level feature f b

j ∈ Rc in Fb, we
calculate its similarity Sp,j with regional feature Fa

m ∈ Rc:

Sp,j = FS(Fa
m, f b

j ). (4)

Here FS(x, y) denotes the cosine similarity between vec-
tors x and y. We sample the top-k elements from Sp,j as
positive keys with the regional feature Fa

m from both fore-
ground and background point features. The top-k operation
is easily made differentiable by reformulating it as an opti-
mal transport problem. Besides, we equally select other k
foreground-background pairs as negative.

LFea = −
1

∥Bp∥
∑

(a,b)∈Bp

log
exp(Fa

m · f b,+
j /τ)∑

(·,c)∈Bp exp(Fa
m · f b,−

j /τ))
. (5)

Here, f b,+
j denotes the positive keys of the identified k

most similar elements with Fa
m from Fb in another view.

f b,−
j denotes the sampled other k negative point features in

a batch, respectively. Therefore, the well-related cross-view
point features can be adaptively enhanced with the learn-
ing of the point-level feature maps Sa and Sb of 3D scenes.
Our feature contrast enhances the correlations at the fea-
ture level within and across views by explicitly finding the
region-to-point most correlated keys for the foreground an-
chor as the query. With learned feature maps, the features
of well-correlated foreground/background points are adap-
tively emphasized while foreground-background distinctive
ones are suppressed. FAC is verified as effective qualita-
tively in point activation maps and quantitatively in down-
stream transfer learning and data efficiency.

3.4. Joint Optimization of FAC

Considering both local region-level foreground geomet-
ric correspondence and global foreground-background dis-
tinction within and across views, the overall objective func-
tion of FAC framework LFAC is as follows:

LFAC = αLGeo + βLFea. (6)

Figure 3. Visualizations of projected point correlation maps over
the indoor ScanNet (1st-4th rows) and the outdoor KITTI [13]
(5th-8th rows) with respect to the query points highlighted by yel-
low crosses. The View 1 and View 2 in each sample show the intra-
view and cross-view correlations, respectively. We compare FAC
with the state-of-the-art CSC [19] on segmentation (rows 1-4) and
ProCo [44] on detection (rows 5-8). FAC clearly captures better
feature correlations within and across views (columns 3-4).

Here α, β are the weights balancing two loss terms. We
empirically set α = β = 1 without tuning.

4. Experiments
Data-efficient learning and knowledge transfer capacity

have been widely adopted for evaluating self-supervised
pre-training and the learnt unsupervised representations
[19]. In the following experiments, we first pre-train mod-
els on large-scale unlabeled data and then fine-tune them
with small amounts of labeled data of downstream tasks to
test their data efficiency. We also transfer the pre-trained
models to other datasets to evaluate their knowledge trans-
fer capacity. The two aspects are evaluated over multiple
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Fine-tuning with Pre-training mAP Car Pedestrian Cyclist
Different Label Ratios 3D Detector Schedule (Mod). Easy Mod. Hard Easy Mod. Hard Easy Mod. Hard

20% (about 0.74k frames)

PointRCNN [36]
From Scratch 63.51 88.64 75.23 72.47 55.49 48.90 42.23 85.41 66.39 61.74
ProCo [44] 66.20 88.52 77.02 72.56 58.66 51.90 44.98 90.27 69.67 65.05
FAC (Ours) 68.11 89.95 78.75 73.98 59.93 53.98 46.36 91.56 72.30 67.88

PV-RCNN
From Scratch 66.71 91.81 82.52 80.11 58.78 53.33 47.61 86.74 64.28 59.53
ProCo [44] 68.13 91.96 82.65 80.15 62.58 55.05 50.06 88.58 66.68 62.32
FAC (Ours) 69.73 92.87 83.68 82.32 64.15 56.78 51.29 89.65 68.65 65.63

100% (about 3.71k frames)

PointRCNN [36]

From Scratch 69.45 90.02 80.56 78.02 62.59 55.66 48.69 89.87 72.12 67.52
DCon 70.26 89.38 80.32 77.92 65.55 57.62 50.98 90.52 72.84 68.22
ProCo [44] 70.71 89.51 80.23 77.96 66.15 58.82 52.00 91.28 73.08 68.45
FAC (Ours) 71.83 90.53 81.29 78.92 67.23 59.97 53.10 92.23 74.59 69.87

PV-RCNN

From Scratch 70.57 - 84.50 - - 57.06 - - 70.14 -
GCC-3D [26] 71.26 - - - - - - - -
STRL [22] 71.46 - 84.70 - - 57.80 - - 71.88 -
PCon [42] 71.55 91.40 84.18 82.25 65.73 57.74 52.46 91.47 72.72 67.95
ProCo [44] 72.92 92.45 84.72 82.47 68.43 60.36 55.01 92.77 73.69 69.51
FAC (Ours) 73.95 92.98 86.33 83.82 69.39 61.27 56.36 93.75 74.85 71.23

Table 1. Data-efficient 3D object detection on KITTI [13]. We pre-train the backbone network of PointRCNN [36] and PV-RCNN on
Waymo and transfer to KITTI with 20% and 100% annotation ratios in fine-tuning. FAC outperforms the state-of-the-art ProCo [44]
consistently for two settings. ‘From Scratch’ denotes the model trained from scratch. All experimental results are averaged over three runs.

Fine-tuning with 3D Detector Approach Pre-training Overall Vehicle Pedestrian Cyclist
Different Label Ratios Schedule AP% APH% AP% APH% AP% APH% AP% APH%

1% (around 0.8k frames)

PointPillars [25]
- From Scratch 23.05 18.08 27.15 26.17 30.31 18.79 11.28 9.28
ProCo [44] Pre-trained 31.65 26.34 35.88 35.08 37.61 25.22 21.47 18.73
FAC (Ours) Pre-trained 33.57 28.13 37.92 36.59 39.22 26.78 23.02 20.22

VoxelNet [47]
- From Scratch 20.88 17.83 21.95 21.45 27.98 20.52 12.70 11.53
ProCo [44] Pre-trained 38.36 34.78 37.60 36.91 39.74 31.70 37.74 35.73
FAC (Ours) Pre-trained 40.15 36.65 39.57 38.76 41.59 33.42 39.43 37.39

10% (around 8k frames)

PointPillars [25]
- From Scratch 51.75 46.58 54.94 54.32 54.01 41.53 46.31 43.88
ProCo [44] Pre-trained 54.08 49.43 57.54 56.93 56.97 45.25 47.74 46.10
FAC (Ours) Pre-trained 55.16 50.51 58.60 57.91 57.98 46.88 49.19 47.38

VoxelNet [47]
- From Scratch 54.04 51.24 54.37 53.74 51.45 45.05 56.30 54.93
ProCo [44] Pre-trained 59.00 56.30 58.83 58.23 57.75 51.75 60.42 58.91
FAC (Ours) Pre-trained 60.16 57.23 59.90 59.71 58.85 52.46 61.33 59.79

Table 2. Data-efficient 3D object detection experimental results on Waymo with 1% and 10% labeled training data. Similar experimental
results are obtained for KITTI in Table 1 for FAC as compared with the state-of-the-art ProCo [44].

Label Ratio 10% 20% 40% 80% 100%
From Scratch 0.39 4.67 22.09 33.75 35.48
CSC [19] 8.68 20.96 29.27 36.75 39.32
ProCo [44] 12.64 21.87 31.95 37.83 40.56
FAC (Ours) 20.96 27.35 35.93 39.91 42.83

Table 3. Data efficient 3D object detection average precision
(AP%) results with the limited number of scene reconstructions
on ScanNet with VoteNet as the backbone network.

Dataset & Task Label Ratio 1% 5% 10% 20% 40%

ScanNet Sem. Seg.
From Scratch 25.65 47.06 56.72 60.93 63.72
CSC [19] 29.32 49.93 59.45 64.63 68.96
FAC (Ours) 35.25 51.95 61.28 65.84 69.52

S3DIS Sem. Seg.
From Scratch 35.75 44.38 51.86 58.72 61.83
CSC [19] 36.48 45.07 52.95 59.93 62.65
FAC (Ours) 43.73 49.28 54.76 61.05 63.22

SemanticKITTI [2] Sem. Seg.
From Scratch 28.36 33.58 46.37 50.15 54.56
CSC [19] 32.78 37.55 49.62 55.67 58.89
FAC (Ours) 39.92 41.75 52.37 57.65 60.17

Table 4. Data efficient 3D semantic segmentation (mIoU%)
results with the limited scene reconstructions [19] on ScanNet,
S3DIS, and SemanticKITTI (SK) [2] with diverse label ratios.

downstream tasks including 3D semantic segmentation, in-
stances segmentation, and object detection. Details of the
involved datasets are provided in the Appendix.

4.1. Experimental Settings
3D Object Detection. The object detection experiments in-
volve two backbones including VoxelNet [47] and PointPil-
lars [25]. Following ProCo [44], we pre-train the model on
Waymo and fine-tune it on KITTI [13] and Waymo. Follow-
ing ProCo [44] and CSC [19], we augment data via random
rotation, scaling and flipping, and random point dropout for
fair comparisons. We set hyper-parameters τ in LFea and
LGeo at 0.1 following ProCo [44], H=fc=m=20, and the
total number of positive/negative pairs as 4096 in all experi-
ments including detection and segmentation without tuning.
In outdoor object detection on Waymo and KITTI [13], we
pre-train the network with Adam [23] optimizer and fol-
low ProCo [44] for epoch and batch size setting for fair
comparisons with existing works [26, 44]. In indoor object
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detection on ScanNet, we follow CSC [19] to adopt Spar-
seConv [15] as the backbone network and VoteNet as the
3D detector, and follow its training settings with the limited
number of scene reconstructions [19].
3D Semantic Segmentation. For 3D segmentation, we
strictly follow CSC [19] in the limited reconstruction set-
ting. Specifically, we pre-train on ScanNet and fine-tune the
pre-trained model on indoor S3DIS, ScanNet and outdoor
SemanticKITTI (SK) [2]. We use SGD in pre-training with
a learning rate of 0.1 and batch size of 32 for 60K steps to
ensure fair comparisons with other 3D pre-training methods
including CSC [19] and PCon [42]. In addition, we test the
ScanNet pre-trained model on SK to evaluate its learning
capacity for outdoor sparse LiDAR point clouds. The only
difference is that we fine-tune the model for 320 epochs for
SK but 180 epochs for indoor datasets. The longer fine-
tuning with SK is because transferring models trained on
indoor data to outdoor data takes more time to optimize and
converge.

4.2. Data-efficient Transfer Learning
3D Object Detection. One major target of self-supervised
pre-training is more data-efficient transfer learning with
less labeled data for fine-tuning. We evaluate data-efficient
transfer from Waymo to KITTI [13] as shown in Table 1 and
Fig. 4. We can see that FAC outperforms the state-of-the-
art consistently. With 20% labeled data for fine-tuning, FAC
achieves comparable performance as training from scratch
by using 100% training data, demonstrating its potential in
mitigating the dependence on heavy labeling efforts in 3D
object detection. As Fig. 3 shows, FAC has clearly larger
activation for inter- and intra-view objects such as vehicles
and pedestrians, indicating its learned informative and dis-
criminative representations.

We also study data-efficient learning while performing
intra-domain transfer to the Waymo validation set in an ex-
tremely label-scarce circumstance with 1% labels. As Ta-
ble 2 shows, FAC outperforms ProCo [44] clearly and con-
sistently, demonstrating its potential in reducing data anno-
tations. In addition, we conducted experiments for indoor
detection on ScanNet. As Table 3 shows, FAC achieves ex-
cellent transfer and improves AP significantly by 20.57%
with 10% labels compared with From Scratch. Also, the im-
provement is larger when less annotated data is applied. The
superior object detection performance is largely attributed
to our foreground-aware contrast that leverages informative
foreground regions to form the contrast, and the adaptive
feature contrast that enhances holistic object-level represen-
tations.
3D Semantic Segmentation. We first conduct qualitative
analysis with point activation maps over the dataset Scan-
Net. As Fig. 3 shows, FAC can find more semantic rela-
tionships within and across 3D scenes as compared with the

Figure 4. Visualizations of indoor 3D segmentation over ScanNet
compared with CSC [19] as fine-tuned with 10% labeled train-
ing data and outdoor object detection over KITTI [13] with 20%
labeled training data compared with ProCo [44]. Different seg-
mented instances and detected objects are highlighted with differ-
ent colors. Differences in prediction are highlighted with yellow
ellipses and red boxes.

state-of-the-art CSC [19]. This shows that FAC can learn
superb representations that capture similar features while
suppressing distinct ones.

We also conduct quantitative experiments as shown in
the Table 4, where we adopt limited labels (e.g., {1%, 5%,
10%, 20%}) in training. We can see that FAC outperforms
the baseline From Scratch by large margins consistently for
both semantic segmentation tasks under different labeling
percentages. In addition, FAC outperforms the state-of-the-
art CSC [19] significantly when only 1% labels are used,
demonstrating its great capacity in learning informative rep-
resentations with limited labels. Note FAC achieves more
improvements while working with less labeled data. For
semantic segmentation over dataset SK [2], FAC achieves
consistent improvement and similar trends with decreasing
labeled data.

4.3. Ablation Study and Analysis
We perform extensive ablation studies over key designs

in FAC. Specifically, we examine the effectiveness of the
proposed regional sampling, feature matching network, and
the two losses. Lastly, we provide t-SNE visualizations to
compare the FAC-learnt feature space with the state-of-the-
art. In the ablation studies, we adopt 5% labels in semantic
segmentation experiments, 10% labels in indoor detection
experiments on ScanNet, and 20% labels in outdoor object
detection experiments on KITTI with PointRCNN [36] as
the 3D detector.
Regional Sampling and Feature Matching. Regional
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Figure 5. t-SNE [38] visualization of feature embeddings for SemanticKITTI semantic segmentation fine-tuned with 5% percent label
(ScanNet Pre-trained). Ten classes with the least number of points are shown, where σ2

intra, σ2
inter denote intra- and inter-class variance.

FAC learns a more compact feature space with the smallest intra-class variance and largest inter-class variance as compared with state-of-
the-art methods PCon [42], CSC [19].

Case Sampling LGeo LFea Sem. mIoU% (Sc) Sem. mIoU% (SK) Det. AP@50% (Sc) Det. mAP% (K)
Baseline 47.06 33.58 0.39 63.51
Case 1 ✓ 48.61 36.21 8.39 64.78
Case 2 ✓ 50.62 39.87 16.46 66.36
Case 3 ✓ 50.93 40.32 17.98 66.29
Case 4 ✓ ✓ 51.34 40.56 18.57 66.72
Case 5 ✓ ✓ 51.48 40.68 18.68 67.28
Case 6 ✓ ✓ 51.46 40.97 18.79 67.22
FAC (Full) ✓ ✓ ✓ 51.95 41.75 20.96 68.11

H-FAC ✓ ✓ ✓ 51.66 41.58 20.67 67.65

Table 5. Ablation study of diverse modules of FAC on ScanNet
(Sc) and SemanticKITTI (SK) [2], & KITTI (K) [13].

sampling samples points in the foreground regions as an-
chors. Table 5 shows related ablation studies as denoted by
Sampling. We can see that both segmentation and detec-
tion deteriorate without Sampling, indicating that the fore-
ground regions in over-segmentation may provide important
object information while forming contrast. It validates that
the proposed regional sampling not only suppresses noises
but also mitigates the learning bias towards the background,
leading to more informative representations in downstream
tasks. In addition, we replace the proposed Siamese corre-
spondence network with Hungarian bipartite matching [24]
(i.e., H-FAC) as shown in Table 5. We can observe con-
sistent performance drops, indicating that our Siamese cor-
respondence framework can achieve better feature match-
ing and provides well-correlated feature contrast pairs for
downstream tasks. More comparisons of matching strate-
gies are reported in the Appendix.
FAC Losses. FAC employs a foreground-aware geomet-
ric loss LGeo and a feature loss LFea that are critical to its
learned representations in various downstream tasks. The
geometric loss guides foreground-aware contrast to capture
local consistency while the feature loss guides foreground-
background distinction. They are complementary and col-
laborate to learn discriminative representations for down-
stream tasks. As shown in Table 5 cases 4 and 6, includ-
ing either loss clearly outperforms the Baseline as well as
the state-of-the-art CSC [19] in segmentation and ProCo
[44] in detection. For example, only including LGeo (Case
6) achieves 67.22% and 18.79% average precision in ob-
ject detection on KITTI and ScanNet, outperforming ProCo
(66.20% and 12.64%) by 1.02% and 6.15%, respectively as
shown in Table 1 and Table 3. At last, the full FAC in Table

5 including both losses learn better representations with the
best performance in various downstream tasks.
Feature Visualization with t-SNE [38]. We employ t-
SNE to visualize the feature representations that are learnt
for SemanticKITTI [2] semantic segmentation task as illus-
trated in Fig. 5. Compared with other contrastive learning
approaches such as PCon [42] and CSC [19], FAC learns
a more compact and discriminative feature space that can
clearly separate features of different semantic classes. As
Fig. 5 shows, the FAC-learnt features have the smallest
intra-class variance and largest inter-class variance, demon-
strating that the FAC-learnt representations help learn more
discriminative features in the downstream task.

5. Conclusion
We propose a foreground-aware contrast framework

(FAC) for 3D unsupervised pre-training. FAC builds better
contrastive pairs to produce more geometrically informative
and semantically meaningful 3D representations. Specif-
ically, we design a regional sampling technique to pro-
mote balanced learning of over-segmented foreground re-
gions and eliminate noisy ones, which facilitates building
foreground-aware contrast pairs based on regional corre-
spondence. Moreover, we enhance foreground-background
distinction and propose a plug-in-play SCN to find the well-
correlated feature contrast pairs within and across views
for both the foreground and background segments. Exten-
sive experiments demonstrate the superiority of FAC in both
knowledge transfer and data efficiency.
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