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Abstract

Extending from unimodal to multimodal is a critical
challenge for unsupervised domain adaptation (UDA). Two
major problems emerge in unsupervised multimodal domain
adaptation: domain adaptation and modality alignment. An
intuitive way to handle these two problems is to fulfill these
tasks in two separate stages: aligning modalities followed
by domain adaptation, or vice versa. However, domains
and modalities are not associated in most existing two-stage
studies, and the relationship between them is not lever-
aged which can provide complementary information to each
other. In this paper, we unify these two stages into one to
align domains and modalities simultaneously. In our model,
a tensor-based alignment module (TAL) is presented to ex-
plore the relationship between domains and modalities. By
this means, domains and modalities can interact sufficiently
and guide them to utilize complementary information for
better results. Furthermore, to establish a bridge between
domains, a dynamic domain generator (DDG) module is
proposed to build transitional samples by mixing the shared
information of two domains in a self-supervised manner,
which helps our model learn a domain-invariant common
representation space. Extensive experiments prove that our
method can achieve superior performance in two real-world
applications. The code will be publicly available.

1. Introduction

With explosively emerging multimedia data on the In-
ternet, the field of multimodal analysis achieves more and
more attention [10, 13, 18, 19, 43]. Compared to extensive
unimodal models in NLP and CV, learning adequate knowl-
edge from multimodal signals is still preliminary but very
important. Abundant data plays a key role in different sce-
narios of multimodal analysis, such as pre-training or down-
stream multimedia tasks. However, it is prohibitively ex-
pensive and time-consuming to obtain large amounts of la-
beled data. To eliminate this issue, domain adaptation (DA)
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Figure 1. Conception of our one-stage model.

is raised to learn a model from a labeled dataset (source
domain) that can be generalized to other related tasks with-
out sufficient labeled data (target domain) [3]. Classical do-
main adaptation can be classified into different categories:
unsupervised domain adaptation (UDA), fully supervised
domain adaptation, and semi-supervised domain adaptation
[31]. In this paper, we focus on UDA where no samples
in target domain are annotated. With this technique, it is
not necessary to prepare a customized training dataset for
a specific task, but it can perform the task effectively and
efficiently.

There are two challenges when applying domain adap-
tation to multimodal scenarios [17]: (1) how to align the
source and target domains and remit domain discrepancy,
and (2) how to align multiple modalities and leverage mul-
timodal information. Most existing works address these
two problems in two consecutive stages: multimodal align-
ment followed by domain adaptation [34, 41], or vice versa
[14, 44]. However, they solve these two issues separately
without considering their relationship: domain and modal-
ity can be treated as two views to portray the intrinsic char-
acteristic of multimodal data [8], and the hidden underlying
relationship in these two views can provide complemen-
tary information to each other. Unimodal domain adapta-
tion methods can not work well in multimodal tasks due to
the inability to preserve the relations between modalities at
the same time. Through our experiments and analysis, we
observe that the two-stage model could not achieve ideal
performance. Fig.2 shows the learning curve of two-stage
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model during training phase by 800 iterations for the task
of multimodal sentiment analysis. It can be found that the
learning curve of two-stage model is oscillating and con-
verges slowly, which indicates that two-stage model is prob-
ably not a superior solution. To handle these challenges, the
objective of multimodal domain adaptation can be defined
as: (1) Exploring the relationship between domains and
modalities; (2) Finding a common domain-invariant cross-
modal representation space to align domains and modalities
simultaneously.

Therefore, in this paper, we design a One-Stage
Alignment Network (OSAN) to unify multimodal align-
ment and domain adaptation in one stage. Fig.1 shows the
conception of our one-stage model. Our method benefits
from: (1) The modality and domain are associated and in-
teracted to capture the relationship between domains and
modalities, which can provide rich complementary infor-
mation to each other. (2) Multimodal alignment and domain
adaptation are unified in one stage, which allows our model
to perform domain adaptation and leverage multimodal in-
formation at the same time. In Fig.2, we observe that the
learning curve of our method is relatively stable and con-
verges better, which indicates that exploring the relation be-
tween modality and domain contributes to our task.

In summary, our contributions are as follows:
(1) To capture the relationship between domain and

modality, we propose a one-stage alignment network, called
OSAN, to associate domain and modality. In this way,
a joint domain-invariant and cross-modal representation
space is learned in one stage.

(2) We design a TAL module to bring sufficient interac-
tions between domains and modalities and guide them to
utilize complementary information for each other.

(3) To effectively bridge distinct domains, a DDG mod-
ule is developed to dynamically construct multiple new do-
mains by combining knowledge of source and target do-
mains and exploring intrinsic structure of data distribution.

(4) Extensive experiments on two totally different tasks
demonstrate the effectiveness of our method compared to
the supervised and strongly UDA methods.

2. Related Work
Unimodal Domain Adaption The main approaches for
domain adaptation or domain alignment can be catego-
rized as discrepancy-based and adversarial-based methods
[1, 23, 30]. Discrepancy-based methods design statistics,
such as maximum mean discrepancy (MMD) [16], correla-
tion alignment (CORAL) [45] and etc., to measure the dif-
ference between two domain distributions. For adversarial-
based methods, Ganin et al. [4] used the concept of genera-
tive adversarial networks (GAN) to obtain domain-invariant
characteristics. Wu et al. [32] proposed a one-stage adapta-
tion framework for nighttime semantic segmentation to per-
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Figure 2. The learning curves of our one-stage method and tradi-
tional two-stage method in multimodal sentiment analysis task.

form an end-to-end learning where a separate common pre-
processing step was integrated, which is different from our
motivation. However, these studies only focus on the elim-
ination of domain shift in unimodal scenarios, which may
lose effect when applied in multimodal area.

Multimodal Domain Adaption Qi et al. [17] first an-
alyzed the multimodal domain adaptation and raised two
problems, i.e., domain adaptation and modality alignment.
To alleviate them, hybrid domain constraints and attention-
based modality fusion module were introduced to learn
domain-invariant fused features. More recently, some stud-
ies [14, 34, 41, 42, 44] related to this area have tried to ad-
dress the multimodal problem by extending the unimodal
domain adaptation methods. Xu et al. [34] proposed a su-
pervised multimodal domain adaptation method for VQA
to learn joint feature embeddings across different domains
and modalities. Munro et al. [14] exploited the correspon-
dence of modalities as a self-supervised alignment approach
for UDA in addition to adversarial alignment. Furthermore,
Zhou et al. [44] proposed MDMN for early rumor detec-
tion, which can combine textual and visual information with
two heterogeneous feature extractors. However, all of these
studies solved the two problems separately in two stages.
Moreover, the relationship between modality and domain is
missing, thus they cannot achieve ideal performance.

3. Proposed Method
Fig.3 presents an overview of our method that con-

tains four parts: multimodal feature extraction, tensor-based
alignment, dynamic domain generator and task-specific
heads. First, encoders, as multimodal feature extractor, map
source and target multimodal data to different latent spaces.
Then, by means of an effective and efficient way of tensor
representation, we propose a TAL module to acquire rela-
tion information through consecutive interactions between
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Figure 3. Overview of our method OSAN. We use circle, square and triangle to represent three modalities of text, vision and audio. In the
figure, × means mode–d product of a tensor and a matrix, ⊙ represents element-wise product, and ⊛ means tensor factorization.

modalities and domains. Thus, the modality and domain are
aligned simultaneously in one stage. After that, we develop
a DDG module to mix information from different domains
to create new transitional domains. Finally, our network
is split into three branches: category classification, domain
adversarial learning and discrepancy elimination.

3.1. Tensor-based Alignment

We develop a TAL module to simultaneously address the
challenges of multimodal alignment and domain adaptation.
We first resort to tensor representation, an effective and nat-
ural representation of multimodal data, to develop models
capturing inter-modality dynamics [11, 37]. Then, we uti-
lize statistical measurements to establish an interaction be-
tween domains and modalities to explore the relation infor-
mation. In this way, we associate domains and modalities
so that they can communicate and align together. Specif-
ically, we perform tensor factorization to fuse multimodal
information and maximize statistical measurements to si-
multaneously eliminate domain gaps.

Specifically, we use XI1×···×IN×M and YJ1×···×JN×M

to represent source and target dataset with N modalities and
M samples. For example, a video can be represented by a
third-order tensor using a differentiable outer product be-
tween visual, textual, and acoustic representations [37]. For
simplicity, we first make the training samples zero mean.

To perform multimodal alignment, TAL aims to find pairs
of linear transformations U(n)|Nn=1 and V(n)|Nn=1 for each
modality of source and target domains to project samples
of two sets into low dimensional subspaces. During this
process, we establish an interaction between domain and
modality by maximizing a statistical measurement of co-
variance given a normalized standard deviation. As reported
in [45], we choose covariance instead of the first-order mean
statistics used in MK-MMD [5, 21], as it is more powerful
and achieves better performance. By this means, domains
and modalities can be aligned simultaneously in one stage.
Thus the objective function is defined as follows:{

U(n)|Nn=1,V
(n)|Nn=1

}
= max[[(X

N∏
n=1

×nU
(n)T )⊗ (Y

N∏
n=1

×nV
(n)T ); ]]

s.t. (X

N∏
n=1

×nU
(n)T )T

(N+1)
(X

N∏
n=1

×nU
(n)T )(N+1) = I

(Y
N∏

n=1

×nV
(n)T )T

(N+1)
(Y

N∏
n=1

×nV
(n)T )(N+1) = I

(1)

The objective function above does not have a closed-
form solution, so instead we derive a suboptimal solution
following the principle of the alternating projection method
[24], where the complicated optimization problem is re-
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duced into smaller conditional subproblems that can be
solved by simple established methods. Therefore, the ob-
jective function is decomposed into N different subprob-
lems: {

U(n),V(n)
}
= max tr

{
U(n)T C(n)

xy V(n)
}

s.t. U(n)T C(n)
xx U(n) = I, V(n)T C(n)

yy V(n) = I
(2)

where, for simplification, we define C
(n)
xy , C(n)

xx as

C(n)
xy =

(
[[(X(n̄))⊗ (Y(n̄)); (n̄)(n̄)]]

)
C(n)

xx =
(
[[(X(n̄))⊗ (X(n̄)); (n̄)(n̄)]]

) (3)

where ([[· ⊗ ·; (n̄)(n̄)]]) means tensor contraction on all in-
dices except the n-th index on the tensor product [25]. Sim-
ilarly, C(n)

yy and C
(n)
yx is same as C(n)

xx and C
(n)
xy in form. By

Eq.2, an interaction between source and target domains for
the n-th modality is established.

3.2. Dynamic Domain Generator

In domain adaptation, adversarial learning is often used
to align domains by developing a domain discriminator to
judge samples from the source or target domains [27, 33].
By this means, it brings a two-class classification task with
hard assignments of 1 or 0. They try to confuse the do-
main discriminator to learn a shared common representation
space between the source and target domains. However, it
usually achieves worse performance due to a huge variance
between the two domains.

To overcome this problem, several works have been
proposed to produce some transitional domains based on
Mixup [35, 40]. They mixed images from the source and
target domains to generate more soft and mixed samples
[26, 33]. Suppose there are one sample s from source do-
main and another sample t from target domain, s and t are
linearly interpolated [40] to generate a new sample. This
strategy can fully utilize the inter-domain information and
improve the generalization ability of models. However, it
has an obvious shortcoming: the generated sample fuses
full information of two domains, which contains redundant
information and speciality of domains that may induce un-
desirable oscillations on training the domain discriminator.

To solve this issue, we propose a DDG module to es-
tablish a bridge between domains. Specifically, DDG ex-
plicitly captures commonality and abandons the specialty
of domains. By highlighting this commonality, we make
the domain discriminator focus on commonality rather than
full information, which helps our model learn a domain-
invariant common representation space.

Given one sample s from source domain and another
sample t from target domain, DDG is proposed to dynami-
cally generate soft samples s′ and t′ to smoothly bridge the

domain gap. Specifically, s′ represents a variety of s which
maintains information of s and mix source-relevant com-
monality from t′. Similarly, t′ is a variety of t. As shown
in Fig.3, we capture the commonality between s and t with
the help of the popular and effective self-attention mecha-
nism used in Transformers [29]. We construct a sequence
in which the length is 2 by stacking s and t. Denote query
Qs and key Ks is projected from the source embedding s
respectively, while query Qt and key Kt are from the tar-
get embedding t, respectively. With dot-product between
queries and keys, the source-target attention matrix Mst is
obtained, which represents the relations between source and
target. Afterwards, we design a gating to highlight the com-
monality between s and t, and fuse the commonality to gen-
erate s′ and t′ respectively. In detail, to generate s′, we cal-
culate the feature-relevant distribution p by summing Mst

along the dimension of the query. Larger value in p means
related element in t is more-relevant to s, which should be
chosen for commonality. As a result, the commonality c is
obtained by c = t⊙Norm(p), where Norm(·) means the
normalized operator and ⊙ is the element-wise multiplica-
tion. Finally, s′ is obtained by fusing commonality c and
information from s.

s′ = λs+ (1− λ)c (4)

Finally, we use multi-head attention to generate various new
domains to enrich the sample space. Samples from new do-
mains and raw source and target domains are fed to domain
discriminator, by which the domain discriminator is guided
by the hard label information and well-designed soft do-
mains. Each sample from these soft domains explores the
intrinsic structure of data distribution from raw domains and
enriches feature patterns by the interaction of two domains.

3.3. Tasks

Our model consists of three tasks: category classifica-
tion, domain adversarial learning, and domain discrepancy
elimination. First, we perform K-way object classification
on the source domain. Second, a domain discriminator is in-
troduced to judge samples from source, target or the created
soft domains. Finally, we try to learn transferable features
by minimizing domain discrepancy. In summary, we have:

L = Lcls + αLadv + βLdis (5)

where Lcls is the category classification loss, Ladv is the
adversarial loss, and Ldis is the discrepancy loss. α and
β are weights to balance these three losses. Cross entropy
loss is used as classification and adversarial loss, while MK-
MMD [5] is employed as discrepancy loss.

4. Experiments
We conduct experiments on two totally different tasks to

demonstrate the efficacy of our model. One task is popu-
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Table 1. Multimodal sentiment analysis results on CMU-MOSI and CMU-MOSEI. †: results come from [7]; ‡: results come from [36]; ♢:
results come from [6]; ↓: the lower the better.

Methods CMU-MOSEI −→ CMU-MOSI CMU-MOSI −→ CMU-MOSEI
MAE ↓ Corr Acc-7 Acc-2 F1 MAE ↓ Corr Acc-7 Acc-2 F1

Direct Transfer 0.794 0.764 39.5 79.7/81.5 79.5/81.4 0.621 0.685 51.3 79.54/82.14 80.84/81.33
Supervised
TFN [37] † 0.901 0.698 34.9 -/80.8 -/80.7 0.593 0.700 50.2 -/82.5 -/82.1
ICCN [22] † 0.862 0.714 39.0 -/83.0 -/83.0 0.565 0.713 51.6 -/84.2 -/84.2
MISA [7] ‡ 0.804 0.764 - 80.79/82.10 80.77/82.03 0.568 0.724 - 82.59/84.23 82.67/83.97
MAG-BERT [20] ‡ 0.731 0.789 - 82.50/84.30 82.60/84.30 0.539 0.753 - 83.80/85.20 83.70/85.10
Self-MM [36] ‡ 0.713 0.798 - 84.00/85.98 84.42/85.95 0.530 0.765 - 82.81/85.17 82.53/85.30
MMIM [6] ♢ 0.700 0.800 46.65 84.14/86.06 84.00/85.98 0.526 0.772 54.24 82.24/85.97 82.66/85.94
UDA
DAN [12] 0.777 0.774 39.79 80.03/81.71 79.74/81.49 0.614 0.693 51.6 80.24/81.32 81.36/82.47
ADDA [27] 0.784 0.773 40.14 80.12/82.26 80.13/82.32 0.636 0.707 51.4 80.47/81.59 81.53/82.76
MM-SADA [15] 0.787 0.769 40.52 80.9/82.77 80.68/82.63 0.667 0.684 52.1 80.32/81.44 81.26/81.95
MDMN [44] 0.778 0.774 39.65 81.92/82.01 81.97/82.11 0.602 0.712 52.8 82.24/82.38 82.95/83.26
OSAN(TAL + Mixup) 0.753 0.782 42.64 82.44/83.32 82.14/83.21 0.542 0.757 53.14 82.76/82.88 83.13/83.96
OSAN(TAL + DDG) 0.713 0.801 46.38 83.12/84.58 83.02/84.51 0.532 0.768 53.84 83.41/84.36 83.31/84.47

lar multimodal sentiment analysis, the other is a new task
called video text classification.

4.1. Multimodal Sentiment Analysis

Multimodal sentiment analysis is a new dimension of
traditional text-based sentiment analysis, which goes be-
yond the analysis of texts, and includes other modalities
data. This task processes data from multiple sources, such
as acoustic, visual, and textual information to understand
various human emotions.

4.1.1 Experimental Setup

Datasets and Model Structure We use two classical
datasets, called CMU-MOSEI [39] and CMU-MOSI [38],
for the multimodal sentiment analysis task.

Metrics We use the metrics that have been presented
in [6]: mean absolute error (MAE), which is the average
mean absolute difference value between predicted values
and truth values. Pearson correlation (Corr) that measures
the degree of prediction skew, seven-class classification ac-
curacy (Acc-7) indicating the proportion of predictions that
correctly fall into the same interval of seven intervals be-
tween -3 and +3 as the corresponding truths, binary classi-
fication accuracy (Acc-2) and F1 score for positive/negative
and non-negative/negative classification results.

Baselines To inspect the relative performance of our
model, we compare our model with various baselines in
three aspects: Direct Transfer, UDA and Supervised

methods. Direct transfer means that we train a model us-
ing source dataset and then predict test samples in target
dataset. For UDA, we use model structures of discrepancy-
based model DAN [12], adversarial-based model ADDA
[27], and some typical studies focused on multimodal area
such as MM-SADA [14] and MDMN [44] where multi-
modal alignment and domain adaptation are performed in
two separate stages. Besides direct transfer and UDA meth-
ods, we also bring supervised methods for evaluation. For
supervised methods, we consider the pure learning-based
model TFN [37], feature space manipulation like ICCN
[22], MISA [7], more recent and competitive baselines in-
cluding MAG-BERT [20], Self-MM [36] and MMIM [6].

4.1.2 Experimental Results

Overall The overall results are shown in Table 1. In de-
tail, we find that OSAN achieves the best results among all
UDA methods on all metrics with large margin. Surpris-
ingly, OSAN even achieves better performance than many
supervised methods, such as TFN, MISA and MAG-BERT.

Ablation Study To verify the contributions of each com-
ponent of OSAN, we design a series of ablation experi-
ments. First, we evaluate the effectiveness of the two pro-
posed modules TAL and DDG by eliminating one or both
of them from our model, as illustrated in Table 2. We notice
a manifest performance degradation after removing TAL or
DDG, and the results are even worse when both modules are
removed. Furthermore, we conduct additional experiments
to explore the contributions of the three losses. In Table 3,
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we find that only using classification loss Lcls, our model
can achieve competitive performance compared to tradi-
tional multimodal DA methods such as MDMN, demon-
strating that both modality and domain are well aligned us-
ing TAL and DDG. Finally, we adjust some important hy-
perparameters of DDG and TAL to evaluate their impor-
tance. In terms of DDG, we adjust the number of created
soft domains by changing multi-head H . Furthermore, we
adjust the fusion coefficient λ to control the fusion ratio be-
tween the source and target samples. In Table 4, we observe
that the performance improves significantly as the number
of domains increases. We also find that the fusion coeffi-
cient set to 0.85 can achieve the best result. In terms of TAL,
we reduce multimodal features to different combinations of
dimensions. We find that the combination of 384 ∗ 2 ∗ 2
achieves the best performance, as shown in Table 5.

Table 2. Ablation study of the proposed modules on CMU-MOSI.

Module w/o DDG w/o TAL w/o Both
MAE ↓ +0.039 +0.051 +0.074
Corr -0.023 -0.021 -0.032
Acc-7 -3.55 -4.65 -5.86
Acc-2 -1.03/-1.30 -1.89/-1.72 -2.22/-1.81
F1 -1.15/-1.52 -1.85/-1.61 -2.34/-1.88

Table 3. Ablation study of three losses on CMU-MOSI.

Loss Lcls Lcls + Ladv Lcls + Ldis

MAE ↓ +0.018 +0.009 +0.016
Corr -0.016 -0.012 -0.014
Acc-7 -1.07 -0.82 -0.67
Acc-2 -0.65/-0.95 -0.32/-0.28 -0.67/-0.74
F1 -0.48/-0.69 -0.7/-0.49 -0.31/-0.58

Table 4. Ablation study of DDG hyperparameters on CMU-MOSI.

DDG λ = 0.85
H = 64

λ = 0.9
H = 64

λ = 0.85
H = 32

λ = 0.9
H = 32

MAE ↓ 0.00 +0.004 0.001 +0.006
Corr 0.00 -0.01 -0.003 -0.016
Acc-7 0.00 -0.590 -0.27 -0.75
Acc-2 0.00/0.00 -0.27/-1.14 -0.16/-1.07 -0.39/-1.29
F1 0.00/0.00 -0.259/-0.15 -0.14/-0.04 -0.39/-0.30

4.2. Video Text Classification

Video text classification is a real industrial task for video
understanding [9]. With massive videos generated every-
day, video textual information extraction is an essential
work in many applications. However, numerous useless
texts, such as rolling texts and blurred background texts,

Table 5. Ablation study of TAL hyperparameters on CMU-MOSI.

TAL t : 384
v : 2, a : 2

t : 192
v : 4, a : 2

t : 192
v : 2, a : 4

MAE ↓ 0.000 +0.007 +0.006
Corr 0.00 -0.009 -0.006
Acc-7 0.00 -1.17 -0.91
Acc-2 0.00/0.00 -0.77/-1.16 -0.30/-0.91
F1 0.00/0.00 -0.59/-2.02 -0.13/-0.79

have no good effect or even side effects on downstream
tasks. To control and filter video content, we propose a
new video text classification task to classify video texts into
valuable categories.

4.2.1 Experimental Setup

Datasets and Model Structure We construct a well-
defined industrial-grade dataset, called Text-news, which
is dedicated to promote video text extraction research for
news applications. The extraction of text in videos usually
involves two steps: (1) text recognition and (2) text clas-
sification. We prepare various videos from news programs
for annotation and use a general Optical Character Recog-
nition (OCR) engine to locate and recognize all the texts in
the videos. Then, an annotation system is designed for the
video text classification task to tag video texts. Three rep-
resentative categories are defined which are Caption, Sub-
title and Others. To verify the effectiveness and generality
of our method, we use Text-news as source domain dataset
and construct a dataset named Text-show with a few anno-
tated samples as the target domain dataset. The difference
between the source and target datasets is that the video pro-
gram is totally different. The source dataset is constructed
from news videos, while the target dataset is constructed
from videos of variety shows. We use the standard Preci-
sion, Recall, and F1 score for evaluation.

Baselines To inspect the relative performance of our
model OSAN, we compare it with various baselines in two
aspects: Direct Transfer and UDA methods. Unlike multi-
modal sentiment analysis, we do not use Supervised meth-
ods for comparison because the target dataset does not have
annotated training data.

4.2.2 Experimental Results

Overall The results are shown in Table 6. All the metrics
of OSAN achieve the best results when compared to other
UDA methods and direct transfer, leading to a splendid per-
formance of video text classification task.
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Table 6. Video text classification results on Text-show.

Methods Text-news −→ Text-show
Precision Recall F1

Direct Transfer 80.2 77.98 79.08
UDA
DAN [12] 87.44 80.58 83.87
ADDA [27] 91.66 83.66 87.48
MM-SADA [15] 94.07 83.49 88.46
MDMN [44] 93.54 83.69 88.34
OSAN(TAL + Mixup) 94.42 84.79 89.35
OSAN(TAL + DDG) 95.03 86.44 90.53

Table 7. Ablation study of the proposed modules on Text-show.

Module w/o DDG w/o TAL w/o Both
Precision -0.90 -0.51 -0.96
Recall -1.24 -2.37 -2.95
F1 -1.09 -1.55 -2.07

Table 8. Ablation study of three losses on Text-show.

Loss Lcls Lcls + Ladv Lcls + Ldis

Precision -0.35 -0.17 -0.45
Recall -0.42 -0.24 -0.14
F1 -0.39 -0.21 -0.28

Table 9. Ablation study of DDG hyperparameters on Text-show.

DDG λ = 0.9
H = 128

λ = 0.95
H = 128

λ = 0.9
H = 64

λ = 0.95
H = 64

Precision 0.00 -0.16 -0.75 -0.67
Recall 0.00 -0.32 -1.21 -1.33
F1 0.00 -0.25 -1.01 -1.03

Table 10. Ablation study of TAL hyperparameters on Text-show.

TAL t : 56, v : 14 t : 14, v : 56 t : 28, v : 28
Precision 0.000 -0.96 +0.24
Recall 0.000 +0.05 -0.59
F1 0.000 -0.41 -0.22

Ablation Study Similar to multimodal sentiment analy-
sis, in order to show the benefits of TAL and DDG modules,
we perform a series of ablation experiments. First, we elim-
inate one or both modules from our model. In Table 7, the
overall F1 score decreases after removing single module,
and the results are even worse when removing both mod-
ules, which demonstrates the efficacy of these two modules.
Furthermore, we study the impact of three losses of cat-
egory classification loss, adversarial loss, and discrepancy
loss, as shown in Table 8. The results show that all three
losses contribute to performance. Moreover, by removing

DA related losses such as adversarial loss and discrepancy
loss, it performs slightly worse than keeping all three losses,
but still better than traditional multimodal DA methods such
as MM-SADA and MDMN. This observation indicates that
different domains are well aligned by TAL and DDG. Fi-
nally, we tuned some hyperparameters of TAL and DDG to
explore their impact. For the DDG hyperparameters, in Ta-
ble 9, we observe that a smaller fusion coefficient λ and a
larger multi-head H can achieve better results. For the TAL
hyperparameters, we reduce multimodal features to differ-
ent dimensions. In Table 10, the combination 56 ∗ 14 for
textual and visual features achieves the best result.

(a) Directly transfer (b) Our method w/o TAL&DDG (c) Our method

Figure 4. Visualization of the feature distribution of the target do-
main for multimodal sentiment analysis.

(a) Directly transfer (b) Our method w/o TAL&DDG (c) Our method

Figure 5. Visualization of the feature distribution of the target do-
main for video text classification.

5. Discussion
5.1. Visual Analysis of Feature Distribution

We use t-SNE [28] to visualize the feature distribution of
test data in target domain. Fig.5 illustrates the t-SNE visu-
alization of the feature distribution in the video text classifi-
cation task. We find that the features of different classes
are separated more clearly, and the features in the same
class are more centralized. A similar phenomenon is ob-
served in Fig.4 of the feature distribution for the multimodal
sentiment analysis task. This makes sense because TAL
can explore the relationship between domains and modal-
ities and guide them to utilize complementary information.
Moreover, DDG can construct new domains that guarantee
domain-invariance in a more continuous latent space.

5.2. Distribution Discrepancy

To quantify the distribution discrepancy of source and
target domains, we use the classical metric of symmetric
Jensen-Shannon divergence (JSD) [2]. Fig.7 shows the fea-
ture distribution discrepancy based on two baselines and
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Domain Image Text MDMN
Result Image Text OSAN(ours)

Result

Source

Target

Beyond that, I actually excelled 
academically from some of my decisions

um i say go see it coz i i enjoyed it now

gt: 0
prediction: --

gt: 2.0
prediction:-0.37

Thank you for that Godelieve, we all 
enjoyed your comments!

um i say go see it coz i i enjoyed it now

gt: 2
prediction: --

gt: 2.0
prediction:1.85

Source

Target

hey were all randomly chosen ad we're 
going to have my lovely assistant here 

choose from among these three people

and um i liked you know catherine 
hardwicke is like you know kind of 

ridiculous

gt: 0
prediction: --

gt: -0.6
prediction:0.42

This story demonstrates how ridiculous
and petty fighting, or war…

and um i liked you know catherine 
hardwicke is like you know kind of 

ridiculous

gt: -2
prediction: --

gt: -0.6
prediction:-0.56

Source

Target

well if they had kept their mouth shut, 
that movie would have been fabulous.

and it was kind of interesting

gt: -1
prediction: --

gt: 1.2
prediction:-1.94

Learn a language if you can, because that 
will make your life more interesting

and it was kind of interesting

gt: 2.0
prediction: --

gt: 1.2
prediction:1.53

Figure 6. Some samples analysis of one baseline MDMN and our model OSAN for UDA task CMU-MOSEI → CMU-MOSI. Columns
show information of one representative frame extracted from video clip, text message and the prediction result. Rows give information of
target samples and closest source samples.

our model on two tasks. Two baselines are Direct Trans-
fer and our model without the two proposed modules TAL
and DDG. We observe that JSD of our model is smaller than
JSD of both baselines. This phenomenon implies that our
model can reduce the domain gap more effectively than the
baselines.

CMU-MOSEI CMU-MOSI Text-news Text-show

2.5

2.0

1.5

1.0

0.5

0.0

Direct transfer

Our model

Our model
w/o TAL&DDG

Figure 7. Distribution discrepancy of different methods on two
different tasks CMU-MOSEI → CMU-MOSI and Text-news →
Text-show.

5.3. Case Studies

To deeply explore the advantages of our model over other
baselines, we give some predictions of a two-stage base-
line MDMN and our model OSAN for the UDA task CMU-
MOSEI → CMU-MOSI, as shown in Fig.6. We select some
typical samples from the target domain to explore how our
model works. For each target sample, we find the closest
sample from source domain by calculating cosine similarity
between target sample and source sample. We observe that
the closest source samples picked by our model OSAN are

more relevant to the target samples. Specifically, take the
target sample and source sample in the first row for exam-
ple, with our model, speakers in both the source frame and
target frame are very happy. Moreover, there is one com-
mon keyword in what the speakers said: enjoyed. Com-
bining these two modalities of image and text, our model
correctly classifies this target sample as positive sentiment
with a score of 1.85, which is very close to the ground
truth score of 2. In contrast, source sample found by the
MDMN is not relevant to the target sample. There is no
similar semantic information in what they said. The ex-
pressions in the frames are dissimilar. The phenomenon in
these cases implies that our model can learn a common la-
tent space in which the source domain and target domain
are well aligned.

6. Conclusion
To address the problems of domain adaptation and

modality alignment in multimodal domain adaptation, we
propose a novel one-stage alignment network to unify these
two problems in one stage. In our model, the TAL mod-
ule is proposed to explore the relationship between domains
and modalities, which can provide complementary informa-
tion to each other. Moreover, the DDG module is designed
to generate new soft samples that mix information from
both the source and target domains, guiding our model in a
more continuous space. Extensive experiments on two mul-
timodal tasks with different extents of domain shift demon-
strate the excellent performance of our model.
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