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Figure 1. We propose a method to continually adapt a semantic segmentation model $f$ in an unsupervised fashion across multiple scenes, using neural rendering. For each scene $S_i$: a) RGB(-D) images $I_i$ from multiple viewpoints $P_i$ and their corresponding predictions $S_{\theta_{i-1}}(I_i)$ by the latest model $f_{\theta_{i-1}}$ are used to supervise a (Semantic-)NeRF model $N_{\phi_i}$; b) Adaptation on $S_i$ is performed through a joint training, in which the segmentation network is supervised using the 3D-aware, view-consistent pseudo-labels $\hat{S}_{\phi_i}$ rendered from $N_{\phi_i}$ and the NeRF model through the smooth predictions of $f_{\theta_{i-1}}$. For each scene, the NeRF model can be compactly stored in a long-term memory, from which images and pseudo-labels from arbitrary viewpoints $\hat{P}_i$ can be rendered into a fixed-size rendering buffer and mixed with the renderings from the current scene to reduce forgetting. Bold and dotted lines denote supervision signals and inputs/outputs, respectively.

Abstract

An increasing amount of applications rely on data-driven models that are deployed for perception tasks across a sequence of scenes. Due to the mismatch between training and deployment data, adapting the model on the new scenes is often crucial to obtain good performance. In this work, we study continual multi-scene adaptation for the task of semantic segmentation, assuming that no ground-truth labels are available during deployment and that performance on the previous scenes should be maintained. We propose training a Semantic-NeRF network for each scene by fusing the predictions of a segmentation model and then using the view-consistent rendered semantic labels as pseudo-labels to adapt the model. Through joint training with the segmentation model, the Semantic-NeRF model effectively enables 2D-3D knowledge transfer. Furthermore, due to its compact size, it can be stored in a long-term memory and subsequently used to render data from arbitrary viewpoints to reduce forgetting. We evaluate our approach on ScanNet, where we outperform both a voxel-based baseline and a state-of-the-art unsupervised domain adaptation method.

1. Introduction

Data-driven models trained for perception tasks play an increasing role in applications that rely on scene understanding, including, e.g., mixed reality and robotics. When deploying these models on real-world systems, however, mismatches between the data used for training and those encountered during deployment can lead to poor performance, prompting the need for an adaptation of the models to the new environment. Oftentimes, the supervision data required for this adaptation can only be obtained through a laborious labeling process. Furthermore, even when such data are available, a na"ive adaptation to the new environment results in decreased performance on the original training data, a phenomenon known as catastrophic forgetting [19, 23].

In this work, we focus on the task of adapting a semantic segmentation network across multiple indoor scenes, under the assumption that no labeled data from the new environment are available. Similar settings are explored in the literature in the areas of unsupervised domain adaptation (UDA) [23, 38] and continual learning (CL) [19]. However, works in the UDA literature usually focus on a single source-to-target transfer where the underlying assump-
tion is that the data from both the source and the target domain are available all at once in the respective training stage, and often study the setting in which the knowledge transfer happens between a synthetic and a real environment [6, 31, 32, 38]. On the other hand, the CL community, which generally explores the adaptation of networks across different tasks, has established the class-incremental setting as the standard for semantic segmentation, in which new classes are introduced across different scenes from the same domain and ground-truth supervision is provided [23]. In contrast, we propose to study network adaptation in a setting that more closely resembles the deployment of semantic networks on real-world systems. In particular, instead of assuming that data from a specific domain are available all at once, we focus on the scenario in which the network is sequentially deployed in multiple scenes from a real-world indoor environment (we use the ScanNet dataset [7]), and therefore has to perform multiple stages of adaptation from one scene to another. Our setting further includes the possibility that previously seen scenes may be revisited. Hence, we are interested in achieving high prediction accuracy on each new scene, while at the same time preserving performance on the previous ones. Note that unlike the better explored class-incremental CL, in this setting we assume a closed set of semantic categories, but tackle the covariate shift across scenes without the need for ground-truth labels. We refer to this setting as continual semantic adaptation.

In this work, we propose to address this adaptation problem by leveraging advances in neural rendering [27]. Specifically, in a similar spirit to [11], when deploying a pre-trained network in a new scene, we aggregate the semantic predictions from the multiple viewpoints traversed by the agent into a 3D representation, from which we then render pseudo-labels that we use to adapt the network on the current scene. However, instead of relying on a voxel-based representation, we propose to aggregate the predictions through a semantics-aware NeRF [27, 48]. This formulation has several advantages. First, we show that using NeRFs to aggregate the semantic predictions results in higher-quality pseudo-labels compared to the voxel-based method of [11]. Moreover, we demonstrate that using these pseudo-labels to adapt the segmentation network results in superior performance compared both to [11] and to the state-of-the-art UDA method CoTTA [43]. An even more interesting insight, however, is that due the differentiability of NeRF, we can jointly train the frame-level semantic network and the scene-level NeRF to enforce similarity between the predictions of the former and the renderings of the latter. Remarkably, this joint procedure induces better performance of both labels, showing the benefit of mutual 2D-3D knowledge transfer.

A further benefit of our method is that after adapting to a new scene, the NeRF encoding the appearance, geometry and semantic content for that scene can be compactly saved in long-term storage, which effectively forms a “memory bank” of the previous experiences and can be useful in reducing catastrophic forgetting. Specifically, by mixing pairs of semantic and color NeRF renderings from a small number of views in the previous scenes and from views in the current scene, we show that our method is able to outperform both the baseline of [11] and CoTTA [43] on the adaptation to the new scene and in terms of knowledge retention on the previous scenes. Crucially, the collective size of the NeRF models is lower than that of the explicit replay buffer required by [11] and of the teacher network used in CoTTA [43] up to several dozens of scenes. Additionally, each of the NeRF models stores a potentially infinite number of views that can be used for adaptation, not limited to the training set as in [11], and removes the need to explicitly keep color images and pseudo-labels in memory.

In summary, the main contributions of our work are the following: (i) We propose using NeRFs to adapt a semantic segmentation network to new scenes. We find that enforcing 2D-3D knowledge transfer by jointly adapting NeRF and the segmentation network on a given scene results in a consistent performance improvement; (ii) We address the problem of continually adapting the segmentation network across a sequence of scenes by compactly storing the NeRF models in a long-term memory and mixing rendered images and pseudo-labels from previous scenes with those from the current one. Our approach allows generating a potentially infinite number of views to use for adaptation at constant memory size for each scene; (iii) Through extensive experiments, we show that our method achieves better adaptation and performance on the previous scenes compared both to a recent voxel-based method that explored a similar setting [11] and to a state-of-the-art UDA method [43].

2. Related work

Unsupervised domain adaptation for semantic segmentation. Unsupervised domain adaptation (UDA) studies the problem of transferring knowledge between a source and a target domain under the assumption that no labeled data for the target domain are available. In the following, we provide an overview of the main techniques used in UDA for semantic segmentation and focus on those which are most closely related to our work; for a more extensive summary we refer the reader to the recent survey of [23].

The majority of the methods rely on auto-encoder CNN architectures, and perform network adaptation either at the level of the input data [3, 14, 20, 45, 46], of the intermediate network representations [4, 10, 14, 29, 46], or of the output predictions [3, 4, 10, 20, 22, 33, 34, 36, 41, 50, 51]. The main strategies adopted consist in: using adversarial learning techniques to enforce that the network representations have similar statistical properties across the two do-
mains [3, 4, 10, 14, 20, 29, 34], performing image-to-image translation to align the data from the two domains [3, 14, 20, 45, 46], learning to detect non-discriminative feature representations for the target domain [18, 33], and using self-supervised learning based either on minimizing the pixel-level entropy in the target domain [41] or on self-training techniques [5, 20, 22, 36, 47, 50, 51]. The latter category of methods is the most related to our setting. In particular, a number of works use the network trained on the source domain to generate semantic predictions on the unlabeled target data; the obtained pseudo-labels are then used as a self-supervised learning signal to adapt the network to the target domain. While our work and the self-training UDA methods both use pseudo-labels, the latter approaches neither exploit the sequential structure of the data nor explicitly enforce multi-view consistency in the predictions on the target data. Furthermore, approaches in UDA mostly focus on single-stage, sim-to-real transfer settings, often for outdoor environments, and generally assume that the data from each domain are available all at once during the respective training stage. In contrast, we focus on a multi-step adaptation problem, in which data from multiple scenes from an indoor environment are available sequentially.

Within the category of self-training methods, a number of works come closer to our setting by presenting techniques to achieve continuous, multi-stage domain adaptation. In particular, the recently proposed CoTTA [43] uses a student-teacher framework, in which the student network is adapted to a target environment through pseudo-labels generated by the teacher network, and stochastic restoration of the weights from a pre-trained model is used to preserve source knowledge. ACE [44] proposes a style-transfer-based adaptation with replay of feature statistics from previous domains, but assumes ground-truth source labels and focuses on changes of environmental conditions within the same scene. Finally, related to our method is also the recent work of Frey et al. [11], which addresses a similar problem as ours by aggregating predictions from different viewpoints in a target domain into a 3D voxel grid and rendering pseudo-labels, but does not perform multi-stage adaptation.Continual learning for semantic segmentation. Continual learning for semantic segmentation (CSS) focuses on the problem of updating a segmentation network in a class-incremental setting, in which it is assumed that the domain is available in different tasks and that new classes are added over time in a sequential fashion [23]. The main objective consists in performing adaptation to the new task, mostly using only data from the current stage, while preventing forgetting of the knowledge from the previous tasks. The methods proposed in the literature typically adopt a combination of different strategies, including distilling knowledge from a previous model [1, 9, 24, 26], selectively freezing the network parameters [24, 26], enforcing regularization of the latent representations [25], and generating or crawling data from the internet to replay [21, 30]. While similarly to CSS methods we explore a continual setting in which the network is sequentially presented with data from the same domain, we do not tackle the class-incremental problem, and instead focus on a closed-set scenario with shifting distribution of classes and scene appearance. A further important difference is that while CSS methods assume each adaptation step to be supervised, in our setting no ground-truth labels from the current adaptation stage are available.

NeRF-based semantic learning. Since the introduction of NeRF [27], several works have proposed extensions to the framework to incorporate semantic information into the learned scene representation. Semantic-NeRF [48] first proposed jointly learning appearance, geometry, and semantics through an additional multi-layer perceptron (MLP) and by adapting the volume rendering equation to produce semantic logits. Subsequent works have further extended this framework along different directions, including combining NeRF with a feature grid and 3D convolutions to achieve generalization [40], interactively labeling scenes [49], performing panoptic segmentation [12, 17], and using pre-trained Transformer models to supervise few-shot NeRF training [15], edit scene properties [42], or distill knowledge for different image-level tasks [16, 39]. In our work, we rely on Semantic-NeRF, which we use to fuse predictions from a segmentation network and that we jointly train with the latter exploiting differentiability. We include the formed scene representation in a long-term memory and use it to render pseudo-labels to adapt the segmentation network.

3. Continual Semantic Adaptation

3.1. Problem definition

In our problem setting, which we refer to as continual semantic adaptation, we assume we are provided with a segmentation model \( f_{\theta_0} \), with parameters \( \theta_0 \), that was pre-trained on a dataset \( P = (I_{\text{pre}}, S_{\text{pre}}^*) \). Here \( I_{\text{pre}} \) is a set of input color images (potentially with associated depth information) and \( S_{\text{pre}}^* \) are the corresponding pixel-wise ground-truth semantic labels. We aim to adapt \( f_{\theta_0} \) across a sequence of \( N \) scenes \( S_i, i \in \{1, \ldots, N\} \) for each of which a set \( I_i \) of color (and depth) images, are collected from different viewpoints, but no ground-truth semantic labels are available. We assume that the input data \( \{I_{\text{pre}}, I_1, \ldots, I_N\} \) originate from similar indoor environments (for instance, we do not consider simultaneously synthetic and real-world data) and that the classes to be predicted by the network belong to a closed set and are all known from the pre-training. For each scene \( S_i, i \in \{1, \ldots, N\} \), the objective is to find a set of weights \( \theta_i \) of the network, starting from \( \theta_{i-1} \), such that the performance of \( f_{\theta_i} \) on \( S_i \) is higher than that of \( f_{\theta_{i-1}} \). Additionally, it is desirable to preserve the performance of \( f_{\theta_0} \) on the previous scenes \( \{S_1, \ldots, S_{i-1}\} \), in other words mitigate
catastrophic forgetting.

The proposed setting aims to replicate the scenario of the deployment of a segmentation network on a real-world perception system (for instance a robot, or an augmented reality platform), where multiple sequential experiences are collected across similar scenes, and only limited data of the previous scenes can be stored on an on-board computing unit. During deployment, environments might be revisited over time, rendering the preservation of previously learned knowledge essential for a successful deployment.

### 3.2. Methodology

We present a method to address continual semantic adaptation in a self-supervised fashion (Fig. 1). In the following, \( I^k_i \) and \( P^k_i \) are the \( k \)-th RGB(-D) image collected in scene \( S_i \) and its corresponding camera pose, where \( k \in \{1, \ldots, |I_i| \} \). We further denote with \( \phi_i(I^k_i) \) the prediction produced by \( f_\theta \) for \( I^k_i \). With a slight abuse of notation, we use \( \phi_i(I_i) \) in place of \( \{\phi_i(I^k_i), I^k_i \in I_i\} \) and similarly for other quantities that are a function of elements in a set.

For each new scene \( S_i \), we train a Semantic-NeRF [48] model \( N_\phi \), with learnable parameters \( \phi_i \), given for each viewpoint \( P^k_i \) the corresponding semantic label \( \phi_j(I^k_i) \) predicted by a previous version \( f_{\theta_j} \), \( j < i \), of the segmentation model. From the trained Semantic-NeRF model \( N_\phi \), we render semantic pseudo-labels \( \hat{\phi}_i \) and images \( I_\phi \). The key observation at the root of our self-supervised adaptation is that semantic labels should be multi-view consistent, since they are constrained by the scene geometry that defines them. While the predictions of \( f \) often do not reflect this constraint because they are produced for each input frame independently, the NeRF-based pseudo-labels are by construction multi-view consistent. Inspired by [11], we hypothesize that this consistency constitutes an important prior that can be exploited to guide the adaptation of the network to the scene. Therefore, we use the renderings from \( N_\phi \) to adapt the segmentation network on scene \( S_i \), by minimizing a cross-entropy loss between the pseudo-labels and the network predictions. Crucially, we can use the NeRF and segmentation network predictions to supervise each other, allowing for joint optimization and adaptation of the two networks, which we find further improves the performance of both models.

To continually adapt the segmentation network \( f \) to multiple scenes in a sequence \( S_1 \rightarrow S_2 \rightarrow \cdots \rightarrow S_N \) and prevent catastrophic forgetting, we leverage the compact representation of NeRF by storing the corresponding model weights \( \phi_i \) after adaptation in a long-term memory for each scene \( S_i \). Given that a trained NeRF can be queried from any viewpoint, this formulation allows generating for each scene a theoretically infinite number of views for adaptation, at the fixed storage cost given by the size of \( \phi_i \). For each previous scene \( S_j \), images \( \hat{I}_\phi \) and pseudo-labels \( \hat{\phi}_j \) from both previously seen and novel viewpoints can be rendered and used in an experience replay strategy to mitigate catastrophic forgetting on the previous scenes. An overview of our method is shown in Fig. 1.

#### NeRF-based pseudo-labels

We train for each scene a NeRF [27] model, which implicitly learns the geometry and appearance of the environment from a sparse set of posed images and can be used to render photorealistic novel views. More specifically, we extend the NeRF formulation by adding a semantic head as in Semantic-NeRF [48], and we render semantic labels \( \hat{\phi}_i \) by aggregating through the learned density function the semantic-head predictions for \( M \) sample points along each camera ray \( r \), as follows:

\[
\hat{\phi}_i(r) = \sum_{i=1}^{M} T_i \alpha_i \phi_i,
\]

where \( \alpha_i = 1 - e^{-\sigma_i \delta_i}, T_i = \prod_{j=1}^{i-1} (1 - \alpha_j) \), with \( \delta_i \) being the distance between adjacent sample points along the ray, and \( \sigma_i \) and \( s_i \) representing the predicted density and semantic logits at the \( i \)-th sample point along the ray, respectively.

We observe that if Semantic-NeRF is directly trained on the labels predicted by a pre-trained segmentation network on a new scene, the lack of view consistency of these labels can severely degrade the quality of the learned geometry, which in turn hurts the performance of the rendered semantic labels. To alleviate the influence of the inconsistent labels on the geometry, we propose to adopt several modifications. First, we stop the gradient flow from the semantic head into the density head. Second, we use depth supervision, as introduced in [8], to regularize the depth \( d(r) = \sum_{i=1}^{N} T_i \alpha_i \delta_i \) rendered by NeRF via \( \ell_1 \) loss with respect to the ground-truth depth \( \hat{d}(r) \):

\[
L_\alpha(r) = \| \hat{d}(r) - d(r) \|_1.
\]

Through ablations in the Supplementary, we show that this choice is particularly effective at improving the quality of both the geometry and the rendered labels. Additionally, we note that since the semantic logits \( s_i \) of each sampled point are unbounded, the logits \( \hat{\phi}_i(r) \) of the ray \( r \) can be dominated by a sampled point with very large semantic logits instead of one that is near the surface of the scene. This could cause the semantic labels generated by the NeRF model to overfit the initial labels of the segmentation model and lose multi-view consistency even when the learned geometry is correct. To address this issue, we instead first apply softmax to the logits of each sampled point, so these are normalized and contribute to the final aggregated logits through the weighting induced by volume rendering, as follows:

\[
\hat{\phi}_i(r) = \sum_{i=1}^{N} T_i \alpha_i \max(s_i), \quad \hat{\phi}_i(r) = \hat{S}_i(r)/\|\hat{S}_i(r)\|_1.
\]

The final normalized \( \hat{\phi}_i(r) \) is then a categorical distribution.

\footnote{Note that in our experiments \( f_\theta \) does not use the depth channel of \( I^k_i \).}
(\hat{S}(r)_1, \cdots, \hat{S}(r)_C) over the \(C\) semantic classes predicted by NeRF, and we use a negative log-likelihood loss to supervise the rendered semantic labels with the predictions of the semantic network:

\[
\mathcal{L}_c(r) = - \sum_{c=1}^{C} \log(\hat{S}(r)_c) \cdot 1_{c = c(r)},
\]

where \(c(r)\) is the semantic label predicted by the segmentation network \(f_\theta\). We train the NeRF model by randomly sampling rays from the training views and adding together the losses in (2) and (4), as well as the usual \(\ell_2\) loss \(\mathcal{L}_{rgb}(r)\) on the rendered color [27], as follows:

\[
\mathcal{L} = \sum_{i=1}^{R} \mathcal{L}_{rgb}(r_i) + w_d \mathcal{L}_d(r_i) + w_s \mathcal{L}_s(r_i),
\]

where \(R\) is the number of rays sampled for each batch and \(w_d, w_s\) are the weights for the depth and the semantic loss, respectively. After training the NeRF model, we render from it both color images \(\hat{I}\) and semantic labels \(\hat{S}_\phi\), as pseudo-labels for adapting the segmentation network.

Being able to quickly fuse the semantic predictions and generate pseudo-labels might be of particular importance in applications that require fast, possibly online adaptation. To get closer to this objective, we adopt the multi-resolution hash encoding proposed in Instant-NGP [28], which significantly improves the training and rendering speed compared to the original NeRF formulation. In the Supplementary, we compare the quality of the Instant-NGP-based pseudo-labels and those obtained with the original implementation from [48], and show that our method is agnostic to the specific NeRF implementation chosen.

Adaptation through joint 2D-3D training. To adapt the segmentation network \(f_\theta_j\) on a given scene \(S_i\) (where \(i > j\)), we use the rendered pseudo-labels \(\hat{S}_\phi\) as supervisory signal by optimizing a cross-entropy loss between the network predictions \(S_\phi\) and \(\hat{S}_\phi\), similarly to previous approaches in the literature [11, 43, 44]. However, we propose two important modifications enabled by our particular setup and by its end-to-end differentiability. First, rather than adapting via the segmentation predictions for the ground-truth input images \(I\), we use \(S_\theta_j(\hat{I})\), that is, we feed the rendered images as input to \(f\). This removes the need for explicitly storing images for later stages, allows the adaptation to use novel viewpoints for which no observations were made, and as we show in our experiments, results in improved performance over the use of ground-truth images.

Second, we propose to jointly train \(N_\phi\) and \(f_\theta_j\) by iteratively generating labels from one and back-propagating the cross-entropy loss gradients through the other in each training step. In practice, to initialize the NeRF pseudo-labels we first pre-train \(N_\phi\) with supervision of the ground-truth input images \(I\) and of the associated segmentation predictions \(S_\theta_j(I)\), and then jointly train \(N_\phi\) and \(f_\theta_j\) as described above. We demonstrate the positive influence of this joint adaptation in the experiments, where we show in particular that this 2D-3D knowledge transfer effectively produces improvements in the visual content of both the network predictions and the pseudo-labels.

Continual NeRF-based replay. A simple but effective approach to alleviate catastrophic forgetting as the adaptation proceeds across scenes is to replay previous experiences, i.e., storing the training data of each newly-encountered scene in a memory buffer, and for each subsequent scene, training the segmentation model using both the data from the new scene and those replayed from the buffer, as done for instance in [11]. In practice, the size of the replay buffer is often limited due to memory and storage constraints, thus one can only store a subset of the data for replay, resulting in a loss of potentially useful information. Unlike previous methods that save explicit data into a buffer, we propose storing the NeRF models in a long-term memory. The advantages of this choice are multifold. First, the memory footprint of multiple NeRF models is significantly smaller than that of explicit images and labels (required by [11]) or of the weights of the segmentation network, stored by [43]. Second, since the NeRF model stores both color and semantic information and attains photorealistic fidelity, it can be used to render a theoretically infinite amount of training views at a fixed storage cost (unlike [11], which fits semantics in the map, and could not produce photorealistic renderings even if texture was aggregated in 3D). Therefore, the segmentation network can be provided with images rendered from NeRF as input. As we show in the experiments, by rendering a small set of views from the NeRF models stored in the long-term memory, our method is able to effectively mitigate catastrophic forgetting.

4. Experiments

4.1. Experimental settings

Dataset. We evaluate our proposed method on the ScanNet [7] dataset. The dataset includes 707 unique indoor scenes, each containing RGB-D images with associated camera poses and manually-generated semantic annotations. In all the experiments we resize the images to a resolution of 320 \(\times\) 240 pixels. Similarly to [11], we use scenes 11-707 in ScanNet to pre-train the semantic segmentation network, taking one image every 100 frames in each of these scenes, for a total of approximately 25 000 images. The pre-training dataset is randomly split into a training set of 20k frames and a validation set of 5k frames. We use scene 1-10 to adapt the pre-trained model (cf. Sec. 4.3, 4.4, 4.5); if the dataset contains more than one video sequence for a given scene, we select only the first one. We select the first 80% of the frames (we refer to them as training views) from each sequence to generate pre-
dictions with the segmentation network and fuse these into a 3D representation, both by training our Semantic-NeRF model and with the baseline of [11]. The last 20% of the frames (validation views) are instead used to test the adaptation performance of the semantic segmentation model on the scene. We stress that this pre-training-training-testing setup is close to a real-world application scenario of the segmentation model, in which in an initial stage the network is trained offline on a large dataset, then some data collected during deployment may be used to adapt the model in an unsupervised fashion, and finally the model performance is tested during deployment on a different trajectory.

**Networks.** We use DeepLabv3 [2] with a ResNet-101 [13] backbone as our semantic segmentation network. To implement our Semantic-NeRF network, we rely on an open-source PyTorch implementation [37] of Instant-NGP [28]. Further details about the architectures of both networks can be found in the Supplementary. For brevity, in the following Sections we refer to Semantic-NeRF as “NeRF”.

**Baselines.** As there are no previous works that explicitly tackle the continual semantic adaptation problem, we compare our proposed method to the two most-closely related approaches. The first one [11] uses per-frame camera pose and depth information to aggregate predictions from a segmentation network into a voxel map and then renders semantic pseudo-labels from the map to adapt the network. We implement the method using the framework of [35] and use a voxel resolution of 5 cm, as done in [11], which yields a total map size comparable to the memory footprint of the NeRF parameters (cf. Supplementary for further details). The second approach, CoTTA [43], focuses on continual test-time domain adaptation and proposes a student-teacher framework with label augmentation and stochastic weight restoration to gradually adapt the semantic segmentation model while keeping the knowledge on the source domain. We use the official open-source implementation, which we adapt to test its performance on the proposed setting.

**Metric.** For all the experiments, we report mean intersection over union (mIoU, in percentage values) as a metric.

### 4.2. Pre-training of the segmentation network

We pre-train DeepLab for 150 epochs to minimize the cross-entropy loss with respect to the ground-truth labels $S^*_\text{pre}$. We apply common data augmentation techniques, including random flipping/orientation and color jitter. After pre-training, we select the model with best performance on the validation set for adaptation to the new scenes.

### 4.3. Pseudo-label formation

We train the NeRF network by minimizing (5) for 60 epochs using the training views. While with our method we can render pseudo-labels from any viewpoint, to allow a controlled comparison against [11] in Sec. 4.4 and 4.5, we generate the pseudo-labels from our NeRF model using the same training viewpoints. While the pseudo-labels of [11] are deterministic, to account for the stochasticity of NeRF, we run our method with 10 different random seeds and report the mean and variance over these. As shown in Tab. 1, the pseudo-labels produced by our method outperform on average those of [11]. A further improvement can be obtained by jointly training NeRF and the DeepLab model, which we discuss in the next Section.

### 4.4. One-step adaptation

As a first adaptation experiment, we evaluate the performance of the different methods when letting the segmentation network $f_{\theta_0}$ adapt in a single stage to each of the scenes 1-10. This setup is similar to that of one-stage UDA, and we thus compare to the state-of-the-art method CoTTA [43].

We evaluate our method in two different settings. In the first one, which we refer to as fine-tuning, we simply use the pseudo-labels rendered as in Sec. 4.3 to adapt the segmentation network through cross-entropy loss on its predictions. In the second one, we jointly train NeRF and DeepLab via iterative mutual supervision. For a fair comparison, in both settings we optimize the pre-trained NeRF for the same number of additional epochs, while maintaining supervision through color and depth images. In fine-tuning, we perform NeRF pre-training for 60 epochs, according to Sec. 4.3. In joint training, we instead first pre-train NeRF for 10 epochs, and then train NeRF concurrently with DeepLab for 50 epochs. We run each method 10 times and report mean and standard deviation across the runs. Given that the baselines do not support generating images from novel viewpoints, both in fine-tuning and in joint training we use images from the training viewpoints as input to DeepLab. Additionally, since our method allows rendering images, we evaluate the difference between feeding ground-truth images vs. NeRF renderings from the same viewpoints to DeepLab.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 1</td>
<td>41.1</td>
<td>48.9</td>
<td>48.8 ± 0.7</td>
</tr>
<tr>
<td>Scene 2</td>
<td>35.5</td>
<td>33.9</td>
<td>36.2 ± 0.8</td>
</tr>
<tr>
<td>Scene 3</td>
<td>23.5</td>
<td>25.1</td>
<td>27.1 ± 0.9</td>
</tr>
<tr>
<td>Scene 4</td>
<td>62.8</td>
<td>65.3</td>
<td>62.9 ± 0.5</td>
</tr>
<tr>
<td>Scene 5</td>
<td>49.8</td>
<td>49.3</td>
<td>55.5 ± 1.3</td>
</tr>
<tr>
<td>Scene 6</td>
<td>48.9</td>
<td>51.7</td>
<td>50.4 ± 0.4</td>
</tr>
<tr>
<td>Scene 7</td>
<td>39.7</td>
<td>41.2</td>
<td>40.4 ± 0.5</td>
</tr>
<tr>
<td>Scene 8</td>
<td>31.6</td>
<td>34.8</td>
<td>34.0 ± 0.4</td>
</tr>
<tr>
<td>Scene 9</td>
<td>31.7</td>
<td>33.8</td>
<td>35.6 ± 0.4</td>
</tr>
<tr>
<td>Scene 10</td>
<td>52.5</td>
<td>55.8</td>
<td>56.4 ± 0.6</td>
</tr>
<tr>
<td>Average</td>
<td>41.7</td>
<td>44.0</td>
<td>44.7 ± 0.7</td>
</tr>
</tbody>
</table>

Table 1. Pseudo-label performance averaged over the training views and 10 different seeds for Ours pseudo-labels. “Pre-train” denotes the performance of the segmentation model $f_{\theta_0}$. Generate the pseudo-labels from our NeRF model using the same training viewpoints. While the pseudo-labels of [11] are deterministic, to account for the stochasticity of NeRF, we run our method with 10 different random seeds and report the mean and variance over these. As shown in Tab. 1, the pseudo-labels produced by our method outperform on average those of [11]. A further improvement can be obtained by jointly training NeRF and the DeepLab model, which we discuss in the next Section.
the ground-truth images (GI + NL) consistently produces better results than fine-tuning with the scenes. Interestingly, using rendered images (NI + NL) trained model, and outperforms both baselines for most of results in improved performance compared to the pre-

practical utility for real-world deployment scenarios where the effectiveness of the self-supervised adaptation and is of practical utility for real-world deployment scenarios where a scene might be revisited from similar viewpoints.

As shown in Tab. 2, fine-tuning with our pseudo-labels results in improved performance compared to the pre-trained model, and outperforms both baselines for most of the scenes. Interestingly, using rendered images (NI + NL) consistently produces better results than fine-tuning with the ground-truth images (GI + NL). We hypothesize that this is due to the small image artifacts introduced by the NeRF rendering acting as an augmentation mechanism. We further observe that the mIoU can vary largely across the scenes. This can be explained with the variability in the room types and lighting conditions, which is also reflected in the scenes with more extreme illumination (and hence more challenging for NeRF to reconstruct the geometry) having a larger variance with our approach. However, the main observation is that jointly training NeRF and DeepLab (using rendered images as input) results in remarkably better adaptation on almost all the scenes. This improvement can be attributed to the positive knowledge transfer induced between the frame-level predictions of DeepLab and the 3D-aware NeRF pseudo-labels. As shown in Fig. 2, this strategy allows effectively resolving local artifacts in the NeRF pseudo-labels through the smoothing effect of the DeepLab labels, while at the same time addressing inconsistencies in the per-frame outputs of the segmentation network due to its lack of view consistency.

4.5. Multi-step adaptation

To evaluate our method in the full scenario of continual semantic adaptation, we perform multi-step adaptation across scenes 1-10, where in the \(i\)-th step the segmentation network \(f_{\theta_{i-1}}\) gets adapted on scene \(\mathcal{S}_i\), resulting in \(f_{\theta_i}\), and the NeRF model \(\mathcal{N}_i\) is added to the long-term memory at the end of the stage. For steps \(i \in \{2, \ldots, 10\}\), to counteract forgetting on the previous scenes we render images and pseudo-labels for each of the \(\mathcal{N}_j\) models \((1 \leq j \leq i - 1)\) in the long-term memory. In practice, we construct a memory buffer of fixed size 100, to which at stage \(i\) each of the previous models \(\mathcal{N}_j\) contribute equally with images \(I_{\text{buf}}\) and pseudo-labels \(S_{\text{buf}}\) rendered from \([100/(i-1)]\) randomly chosen training views. Following [11], we additionally randomly select 10% of the pre-training data and combine them to the data from the previous scenes, which acts as prior knowledge and prevents the model from overfitting to the new scenes and losing its generalization performance. This has a similar effect to the regularization scheme used by CoTTA [43] to preserve previous knowledge, namely storing the network parameters for the initial pre-trained model and the teacher network. Note that both the size of our memory buffer (14 MB) and that of the replayed pre-training data (65 MB) are much smaller than the size of two sets of DeepLab weights (2 × 225 MB), so our method actually requires less storage space than CoTTA [48]. A detailed analysis of the memory footprint of the different approaches is presented in the Supplementary; we show in particular that since our method is agnostic to the specific NeRF implementation, with the slower but lighter implementation of Semantic-NeRF [48] the storage comparison is in our favor up to 90 scenes. We deem this to be a realistic margin for real-world deployment scenarios (e.g., it is hardly the case that an agent sequentially visits more than a few scenes dur-
Our method is able to maintain in almost all the adaptation with no replay. As a result, when using NeRF-based replay, the performance in the adaptation to the new scenes (on average does not induce a positive forward transfer) is very good. At the same time, while NeRF-based replay of the old scenes on the pre-trained model only results in 50.2±4.8, our method achieves the best average adaptation performance of 54.9±1.0, improving by 5.7±0.8 over the pre-trained model. Note that this improvement is consistent with the one observed in one-step adaptation (Tab. 2), which validates that our method can successfully adapt across multiple scenes, without the performance dropping after a specific number of steps. At the same time, while NeRF-based replay of the old scenes on average does not induce a positive forward transfer in the adaptation to the new scenes (Adapt), its usage can significantly alleviate forgetting compared to the case with no replay. As a result, when using NeRF-based replay, our method is able to maintain in almost all the adaptation steps the best average performance over the previous scenes (Previous). Further in-detail results for each scene and after each adaptation step are reported in the Supplementary.

### 5. Conclusion

In this work, we present a novel approach for unsupervised continual adaptation of a semantic segmentation network to multiple novel scenes using neural rendering. We exploit the fact that the new scenes are observed from multiple viewpoints and jointly train in each scene a Semantic-NeRF model and the segmentation network. We show that the induced 2D-3D knowledge transfer results in improved unsupervised adaptation performance compared to state-of-the-art methods. We further propose a NeRF-based replay strategy which allows efficiently mitigating catastrophic forgetting and enables rendering a potentially infinite number of images for adaptation at constant storage cost. We believe this opens up interesting avenues for replay-based adaptation, particularly for use on real-world scenarios.

---

**Table 2.** Performance of the segmentation network on the validation set of each scene after one-step adaptation. GI and NI denote respectively ground-truth color images and NeRF-rendered color images. ML and NL indicate adaptation using pseudo-labels formed respectively with the method of [11] and with our approach. In joint training, we use NeRF-based renderings and pseudo-labels.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Pre-train</th>
<th>CoTTA [43]</th>
<th>Fine-tuning (GI + ML)</th>
<th>Ours Fine-tuning (GI + NL)</th>
<th>Ours Fine-tuning (NI + NL)</th>
<th>Ours Joint Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 1</td>
<td>43.9</td>
<td>44.0±0.0</td>
<td>46.3±0.3</td>
<td>46.2±0.0</td>
<td>47.1±0.0</td>
<td>50.0±1.3</td>
</tr>
<tr>
<td>Scene 2</td>
<td>41.3</td>
<td>41.2±0.0</td>
<td>39.4±0.3</td>
<td>39.5±0.0</td>
<td>44.2±0.0</td>
<td>47.1±1.2</td>
</tr>
<tr>
<td>Scene 3</td>
<td>23.0</td>
<td>22.8±0.0</td>
<td>21.6±0.1</td>
<td>21.9±0.7</td>
<td>21.5±0.0</td>
<td>19.9±2.3</td>
</tr>
<tr>
<td>Scene 4</td>
<td>50.2</td>
<td>50.3±0.0</td>
<td>52.4±0.2</td>
<td>51.5±0.3</td>
<td>52.8±0.8</td>
<td>53.7±2.4</td>
</tr>
<tr>
<td>Scene 5</td>
<td>40.1</td>
<td>40.1±0.0</td>
<td>49.4±0.4</td>
<td>50.6±0.0</td>
<td>52.8±0.4</td>
<td>42.7±1.0</td>
</tr>
<tr>
<td>Scene 6</td>
<td>37.6</td>
<td>37.6±0.0</td>
<td>33.7±0.3</td>
<td>36.2±1.6</td>
<td>37.1±2.4</td>
<td>40.5±2.1</td>
</tr>
<tr>
<td>Scene 7</td>
<td>55.8</td>
<td>55.9±0.0</td>
<td>50.7±0.5</td>
<td>50.7±1.8</td>
<td>52.1±1.3</td>
<td>56.5±4.4</td>
</tr>
<tr>
<td>Scene 8</td>
<td>27.9</td>
<td>27.9±0.0</td>
<td>24.7±0.2</td>
<td>23.8±0.4</td>
<td>25.3±0.8</td>
<td>25.7±2.9</td>
</tr>
<tr>
<td>Scene 9</td>
<td>54.9</td>
<td>54.9±0.0</td>
<td>62.2±1.3</td>
<td>57.6±5.3</td>
<td>52.1±2.7</td>
<td>63.7±3.3</td>
</tr>
<tr>
<td>Scene 10</td>
<td>73.5</td>
<td>73.5±0.0</td>
<td>73.8±0.2</td>
<td>73.5±0.4</td>
<td>73.7±0.3</td>
<td>73.7±0.3</td>
</tr>
</tbody>
</table>

**Average** | 44.8 | 44.8±0.0 | 45.4±0.4 | 45.2±1.5 | 45.9±2.1 | 47.4±2.1 |

**Table 3.** Multi-step performance evaluated on the validation set of each scene. At Step i, Pre-train and Adapt denote respectively the performance of the pre-trained network \( f_{\theta_0} \) and of the adapted network \( f_\theta \) on the current scene \( S_i \), while Previous represents the average performance of \( f_{\theta_0} \) on scenes \( S_1 \) to \( S_{i-1} \). All Ours are with joint training.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Pre-train</th>
<th>CoTTA [43]</th>
<th>Fine-tuning (GI + ML)</th>
<th>Ours Fine-tuning (GI + NL)</th>
<th>Ours Fine-tuning (NI + NL)</th>
<th>Ours Joint Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 1</td>
<td>44.0±0.0</td>
<td>45.9±0.1</td>
<td>37.5±0.0</td>
<td>56.0±0.1</td>
<td>26.9±0.0</td>
<td>54.5±0.0</td>
</tr>
<tr>
<td>Scene 2</td>
<td>41.2±0.0</td>
<td>41.4±0.1</td>
<td>35.8±0.8</td>
<td>56.7±1.3</td>
<td>26.5±1.4</td>
<td>68.3±1.4</td>
</tr>
<tr>
<td>Scene 3</td>
<td>50.6±2.6</td>
<td>44.0±1.4</td>
<td>42.2±1.4</td>
<td>53.5±1.4</td>
<td>37.3±1.4</td>
<td>65.7±5.3</td>
</tr>
<tr>
<td>Scene 4</td>
<td>50.0±0.0</td>
<td>49.0±0.1</td>
<td>43.4±0.0</td>
<td>39.0±0.1</td>
<td>62.1±1.2</td>
<td>26.7±3.0</td>
</tr>
<tr>
<td>Scene 5</td>
<td>46.3±0.0</td>
<td>24.3±1.0</td>
<td>43.7±0.3</td>
<td>40.6±1.0</td>
<td>55.8±0.0</td>
<td>26.2±0.8</td>
</tr>
<tr>
<td>Scene 6</td>
<td>53.7±1.3</td>
<td>48.0±2.4</td>
<td>50.5±0.2</td>
<td>52.8±0.4</td>
<td>39.0±0.0</td>
<td>41.4±0.2</td>
</tr>
<tr>
<td>Scene 7</td>
<td>48.0±2.4</td>
<td>37.3±0.0</td>
<td>40.4±0.6</td>
<td>39.9±1.1</td>
<td>42.2±0.8</td>
<td>40.0±0.4</td>
</tr>
<tr>
<td>Scene 8</td>
<td>44.3±0.0</td>
<td>48.1±0.6</td>
<td>41.5±0.4</td>
<td>42.8±0.8</td>
<td>43.2±0.8</td>
<td>44.2±0.1</td>
</tr>
</tbody>
</table>

**Average** | 53.2±0.9 | 48.2±0.8 | 41.5±0.4 | 42.8±0.8 | 43.2±0.8 | 44.2±0.1 | 41.7±0.2 | 44.3±0.3 | 44.6±0.6 |
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