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Abstract

We present a novel method, called NeuralUDF, for re-
constructing surfaces with arbitrary topologies from 2D im-
ages via volume rendering. Recent advances in neural ren-
dering based reconstruction have achieved compelling re-
sults. However, these methods are limited to objects with
closed surfaces since they adopt Signed Distance Function
(SDF) as surface representation which requires the target
shape to be divided into inside and outside. In this pa-
per, we propose to represent surfaces as the Unsigned Dis-
tance Function (UDF) and develop a new volume rendering
scheme to learn the neural UDF representation. Specifi-
cally, a new density function that correlates the property of
UDF with the volume rendering scheme is introduced for
robust optimization of the UDF fields. Experiments on the
DTU and DeepFashion3D datasets show that our method
not only enables high-quality reconstruction of non-closed
shapes with complex typologies, but also achieves compa-
rable performance to the SDF based methods on the re-
construction of closed surfaces. Visit our project page at
https://www.xxlong.site/NeuralUDF/.

1. Introduction
Reconstructing high-quality surfaces from multi-view

images is a long-standing problem in computer vision and
computer graphics. Neural implicit fields have become
an emerging trend in recent advances due to its superior
capability of representing surfaces of complex geometry.
NeRF [35] and its variants [2, 26, 27, 36, 40, 52] have re-
cently achieved compelling results in novel view synthesis.
For each point in the 3D space, NeRF-based methods learn
two neural implicit functions based on volume rendering: a
volume density function and a view-dependent color func-
tion. Despite their successes in novel view synthesis, NeRF-
based methods still struggle to faithfully reconstruct the ac-
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Reference Images Ours NeuS [46]
Figure 1. We show three groups of multi-view reconstruction re-
sults generated by our proposed NeuralUDF and NeuS [46] re-
spectively. Our method is able to faithfully reconstruct the high-
quality geometries for both the closed and open surfaces, while
NeuS can only model shapes as closed surfaces, thus leading to
inconsistent typologies and erroneous geometries.

curate scene geometry from multi-view inputs, because of
the difficulty in extracting high-quality surfaces from the
representation of volume density.

VolSDF [49] and NeuS [46] incorporate the Signed Dis-
tance Function (SDF) into volume rendering to facilitate
high-quality surface reconstruction in a NeRF framework.
However, as a continuous function with clearly defined in-
side/outside, SDF is limited to modeling only closed water-
tight surfaces. Although there have been efforts to modify
the SDF representation by learning an additional truncation
function (e.g., 3PSDF [5], TSDF [44]), their surface rep-
resentations are still built upon the definition of SDF, thus
they are not suitable for representing complex topologies.

We therefore propose to employ the Unsigned Distance
Function (UDF) to represent surfaces in volume rendering.
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With a surface represented by its zero level set without
signs, UDF is a unified representation with higher-degree
of freedom for both closed and open surfaces, thus making
it possible to reconstruct shapes with arbitrary topologies.

There are two major challenges in learning a neural UDF
field by volume rendering. First, UDF is not occlusion-
aware, while the formulation of volume rendering with dis-
tance fields requires to estimate surface occlusion for points.
Considering a camera ray intersecting with a surface, SDF
assumes that the surface is closed and distinguishes the in-
side/outside with signs, so that a negative SDF value on the
ray clearly indicates an occluded point inside the surface.
In contrast, UDF does not impose the closed surface as-
sumption and always gives non-negative values along the
ray. Hence, the UDF value of a point alone cannot be used
to infer occlusion.

The second challenge is that the UDF is not differen-
tiable at its zero-level sets. The non-differentiability at the
zero-level sets imposes barriers in the learning of UDF field.
The gradients are ill-defined near the iso-surface, leading to
difficulty in optimization. Consequently, the distance field
surrounding the iso-surface is not accurate and the exact
zero-level set of a learned UDF cannot be identified in a
stable manner.

In this paper, we present a novel method for learning
neural UDF fields by volume rendering. We introduce a
density function that correlates the property of the UDF rep-
resentation with the volume rendering process, which effec-
tively tackles the aforementioned challenges induced by the
unsigned representation and enables robust learning of sur-
faces with arbitrary topologies. Experiments on DTU [15]
and DeepFashion3D [53] datasets show that our method not
only enables the high-quality reconstruction of non-closed
shapes with complex topologies, but also achieves compa-
rable performance to the SDF based methods on the recon-
struction of closed surfaces.

Our contributions can be summarized as:
• We incorporate the UDF into volume rendering, which

extends the representation of the underlying geometry
of neural radiance fields.

• We introduce an effective density function that corre-
lates the property of the UDF with the volume render-
ing process, thus enabling robust optimization of the
distance fields.

• Our method achieves SOTA results for reconstructing
high-quality surfaces with various topologies (closed
or open) using the UDF in volume rendering.

2. Related Work
Classic multi-view 3D reconstruction. 3D reconstruc-
tion from multiple images is a fundamental problem in
computer vision. Traditional reconstruction methods usu-
ally adopt discrete representations, such as voxel grids [16,

17, 19, 23, 43, 44], 3D point clouds [10, 25], and depth
maps [4, 11, 13, 29, 31, 32, 42, 45, 47, 48]. The depth map
representation is flexible and appropriate for parallel com-
putation, so it is the most widely used representation. The
depth map based methods first compute depth maps by an-
alyzing the correlation between multiple input images, and
then fuse the depth maps into a point cloud, which is then
further processed into a mesh via meshing algorithms, such
as Poisson surface reconstruction [20], ball-pivoting [3] and
Delaunay triangulation [24]. However, the traditional meth-
ods are sensitive to reflections, image noises, and varying
illuminations, thus usually yielding incomplete and noisy
reconstructions.
Neural rendering based surface reconstruction. The
recent advances on neural implicit representations have
achieved promising results in mutli-view 3D reconstruc-
tion [8,18,22,28,37,38,46,49–51]. These methods typically
represent the surfaces to be reconstructed as Signed Dis-
tance Function (SDF), and utilize surface rendering or vol-
ume rendering to render the pixel colors of the input images
for optimizing the SDF fields. The surface rendering based
methods [37, 50] require extra masks for optimization and
cannot handle objects with complex structures. The volume
rendering based works [8, 38, 46, 49, 51] get rid of the extra
masks and achieve more accurate reconstructions. How-
ever, these methods adopt SDF as representation so they are
limited to closed surfaces and their performance degrade a
lot for non-closed surfaces.
Surface representations. There are various representations
to model 3D geometric surfaces. NeRF [35] uses a density
field to represent the underlying geometry of a target scene.
Although NeRF achieves huge successes in novel view syn-
thesis, it’s difficult to extract high-quality geometry from
such a density representation. Signed Distance Function
(SDF) is widely used for geometry modeling and surface
reconstruction [1,6,8,12,33,34,38,39,46,49,51], but SDF
is only applicable to objects with closed surfaces. To deal
with open surfaces, there are some efforts to learn an ad-
ditional truncation function (e.g. 3PSDF [5], TSDF [44]).
However, their representations are just built on the modifi-
cation of SDF, and thus are still subject to flexibility of SDF
and struggle to model complex surfaces. NDF [7] uses a
neural UDF field to reconstruct surfaces, but they explicitly
rely on 3D point clouds for supervising the optimization.

3. Method
Our goal is to reconstruct a surface S from a set of posed

input images {Ik} of a 3D model. We represent the sur-
face as the zero level set of an Unsigned Distance Function
(UDF), and propose a novel volume rendering scheme to
learn the UDF. We will introduce our method in three parts:
1) We discuss the relationship between the unsigned dis-
tance function and the density function of the volume ren-
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(a) Biased density function (b) Unbiased density function
Figure 2. Illustration of (a) biased density function and (b) unbi-
ased density function for UDF. Suppose that the ray has one single
intersection point t∗ with the surface. (a) If the density function
is modeled as a bell-shaped probability distribution, the weight
function attains a local maximum before t∗. (b) If the density
function is modeled as a monotonically increasing function, the
weight function can attains local maximum at t∗.

dering equation; 2) To derive a density function induced by
the UDF, we propose a differentiable indicator function to
transform the UDF into its associated density field; 3) In ad-
dition to the loss terms commonly used in the prior works,
we introduce an iso-surface regularizer to improve the sta-
bility of the UDF field near the zero level set. This UDF-
based volume rendering scheme enables robust optimiza-
tion of NeuralUDF for reconstructing both closed surfaces
and open surfaces.

3.1. Volume Rendering

Scene representation. Our method NeuralUDF represents
the scene to be reconstructed by two neural implicit func-
tions: 1) an unsigned distance function fu(x) that maps a
3D point x ∈ R3 to its unsigned distance to the closest
object surface; 2) a view-dependent color function c(x,v)
that encodes the color associated with a point x ∈ R3 and a
viewing direction v ∈ R3.
Volume rendering. We consider a ray r emanating from
the camera center o ∈ R3 in direction v ∈ R3 (∥v∥ = 1),
which is parameterized by {r(t) = o+tv | t ≥ 0}. Volume
rendering is used to calculate the color C of the pixel corre-
sponding to the ray r. The accumulated color of the camera
ray r is given by C(r) =

∫ +∞
0

T (t)σ(t)c(r(t),v)dt, where

σ(t) is the volume density, T (t) = exp
(
−
∫ t

0
σ(u)du

)
de-

notes the accumulated transmittance along the ray, and the
product of T (t)σ(t) is the weight function of a point, de-
noted as w(t), i.e., w(t) = T (t)σ(t).

3.2. Modeling Density with UDF

In the NeRF framework, the density σ(t) is predicted by
an MLP, where the points near the surfaces having larger
density values and the points far from the surfaces having
smaller densities. In order to apply volume rendering to
learning distance field f , we need to define a mapping Ω to
transform the distance function f(r(t)) into a density field

σ(t), that is σ(t) = Ω(f(r(t))).
Unbiased volume density function. Inspired by NeRF,
we may consider defining the density function σ(t) =
Ω(f(r(t))) as a bell-shaped distribution model centered at
zero, so that the surface points intersecting with a ray (UDF
values are zero) have the maximum density values. How-
ever, as illustrated in Fig 2, if the mapping function is
straightforwardly defined in this way, a noticeable bias will
be induced in the weight function w(t) since its local max-
imum is not at the intersection point t∗ where the ray in-
tersects with the surfaces. This can result in conspicuous
inaccuracy in the reconstructed surfaces, which is demon-
strated in [46].

To define an appropriate mapping, we need to first re-
view the relationship between the density function σ(t) and
a distance field f(t). Suppose that there is only one sin-
gle intersection of the ray and a surface. It is shown in
NeuS [46] that, to make the weight function w(t) unbiased,
the density function should be in the form of a monoton-
ically increasing function, which attains the maximum at
an infinite point rather than at the intersection point.

Accordingly, NeuS [46] chooses to use a Sigmoid func-
tion Φκ(x) = (1 + e−κx)

−1 to achieve the goal. The ac-
cumulated transmittance T (t) is then defined as T (t) =
Φκ(fs(t)), where fs(t) is the signed distance function
(SDF). The density function σs(t) induced by SDF is for-
mulated as

σs(t) = Ωs(fs(r(t))) = κ| cos(θ)| (1− Φκ(fs(r(t)))) ,
(1)

where κ is the parameter of Sigmoid function Φκ(x), and
θ is the angle between the view direction v and the surface
normal n.
Unbiased volume density for UDF. However, the unbiased
density formulation induced by SDF [46] cannot be directly
applied to UDF. The formulation of UDF near the surface
can be given by

fu(r(t)) =

{
| cos(θ) · (t− t∗)|, t ̸= t∗

0, t = t∗
(2)

where θ is the angle between the view direction v and
the surface normal n. Obviously, the UDF value is not
monotonous along a ray when it crosses a surface, where
the mapping t → fu(r(t)) is non-injective. This leads to
difficulties in modeling the monotonicity between t and the
density function σ(t) = Ω(fu(r(t))), given that an unbi-
ased density function is expected to be monotonically in-
creasing.

To leverage the unbiased property derived from the
monotonic density function, we need to model the injective
mapping from t to the density function σu(t) with the for-
mulation of UDF fu(r(t)). Since the monotonicity of UDF
along a ray only changes at the intersection point t∗, we can
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use a visibility indicator function Ψ(t) to reflect the exis-
tence of the intersection and thus capture the monotonicity
change:

Ψ(t) =

{
1, t < t∗

0, t > t∗.
(3)

The indicator function Ψ(t) indicates the visibility of the
points sampled along the ray r, where 1 means that the point
is visible in the free space while 0 means that the point is
occluded. Note this just gives a simple hint for the indicator
function, while the actual formulation will be derived later.

With Ψ(t), given an unbiased density function σ(t) =
Ωs(f(r(t))) that is monotonically increasing, the density
function for UDF can be defined as

σu(t) = Ψ(t)Ωs(fu(r(t))) + (1−Ψ(t))Ωs(−fu(r(t))),
(4)

where Ωs can be any monotonic density function that is
unbiasedly designed, while in this paper we directly use the
formulation of Eq.1. Since unsigned distance function fu is
not differentiable at t∗, the domain scope of σu(t) is defined
as {t ∈ R1, t ̸= t∗}.
Zero level set. The visibility indicator function Ψ plays a
vital role in the formulation of volume density for UDF, be-
cause it essentially encodes the distribution of the geometric
surface. The key to the visibility is to find the intersection
point t∗ of surfaces and the ray, whose UDF value is zero,
i.e., fu(r(t∗)) = 0.

It is nontrival to find the zero level set for a UDF field.
In practice, it’s impossible to locate a point with exact zero
UDF value, and a trade-off to balance accuracy and effi-
ciency is to find points whose UDF values are smaller than
a pre-defined threshold ϵ. As a result, the approximated
surfaces will be relaxed from exact zero level set to be a
ϵ-bounded surface band S =

{
x ∈ R3 | fu(x) < ϵ

}
.

However, such a definition of the indicator function in-
volving ϵ bounding brings about the following difficulties
in learning the UDF field. This indicator function design
with ϵ bounding operation incurs a set of barriers that im-
pede learning the UDF field: 1) choosing an appropriate ϵ
is difficult; 2) a fixed ϵ cannot be adjusted to adapt the UDF
field in different optimization stages; 3) the step-like indi-
cator function is not differentiable. These limitations make
the optimization of UDF unstable and easy to collapse.
Visibility indicator function. To overcome the limitations
mentioned above, we leverage probabilistic models to make
the indicator function Ψ(t) differentiable. Therefore, we
propose to approximate the surfaces by a soft probabilistic
distribution instead of using a hard ϵ bound. We measure the
probability of a point r(t) being on a surface, named as sur-
face existence probability h(r(t)) abbreviated as h(t). This
can be achieved by transforming the UDF values into prob-
abilities via a bell-shaped distribution centered at 0. Here

we use a logistic distribution ϕβ(x) to define the probabil-
ity h(ti):

h(ti) = 1− exp (−α · ϕβ(fu(r(ti))) · δi) , (5)

ϕβ(x) = βe−βx/
(
1 + e−βx

)2
(6)

where ti is the i-th sample in the ray r, h(ti) denotes the sur-
face existence probability of the sample ti, δi = ti+1− ti is
the distance between adjacent samples, and ϕβ(t) is a logis-
tic distribution function. Note that the standard deviation of
ϕβ(x) is given by 1/β, where β is a trainable parameter, and
1/β approaches to zero as the network training converges;
α is a constant scalar to scale the distribution.

After obtaining the surface existence probabilities of the
sampled points on the ray r, we can measure the probability
of whether a point is occluded by any surfaces or not. Since
local UDF values do not indicate occlusion, we accumulate
the probabilities of the points r(tj) ahead of a query point
r(ti) along the ray:

Ψ̂(ti) =

i−1∏
j=1

(1− h(tj)) , (7)

where h(ti) ∈ [0, 1] measures the probability of a point be-
ing on the surfaces. From this equation, we can see that
Ψ̂(ti) will drop dramatically to zero once there is a point
that has high surface existence probability on the ray. Com-
pared to using a hard bound, the probability accumulation
strategy makes the indicator function Ψ̂(t) differentiable
and learnable, which adapts to learning various surface ge-
ometries. The function Ψ̂(t) will become sharper when 1/β
approaches 0 as the network training converges, resulting in
more accurate approximation of the zero level set.
Gradient-aware indicator. Although the formulation of
Ψ̂(t) in Eq. 7 is effective for identifying surfaces in learn-
ing the UDF field, it can induce bias in the indicator. As
shown in Figure 3, the surface existence probability h(ti)
increases when the ray approaches a surface, and the accu-
mulated probability Ψ̂(ti) can attain zero before the point
t∗ where the ray intersects with the surface.

To alleviate this problem, we modify the indicator func-
tion Ψ̂(t) with a masking function m(t)

Ψ̂(ti) =

i−1∏
j=1

(1− h(tj) ·m(tj)) (8)

m(tj) =

{
0, cos(θj+1) < 0
1, cos(θj+1) ≥ 0

(9)

where θj+1 denotes the angle between the ray direction and
the gradient of fu(r(tj+1)). This formulation exploits the
geometric property of UDF surface, that is, the gradient di-
rection of UDF flips across its zero level set. Therefore,
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(a) Naive indicator func. (b) Grad-aware indicator func.
Figure 3. Illustration of (a) naive visibility indicator function and
(b) gradient-aware visibility indicator function. The naive indi-
cator function will attain zero before the ray intersects with sur-
face point t∗. Incorporating the UDF gradients information, the
gradient-aware indicator function attains zero exactly at the inter-
section point t∗.

the points with negative cos(θj+1) are located ahead of the
intersection point t∗; we mask out these points and only
accumulate the surface existence probability once the ray
reaches the surface. The final formulation jointly leverages
the insights from both UDF value and gradient, leading to
more reliable surface identification.

3.3. Optimizing UDF Fields

Iso-surface regularizer. With the volume rendering
scheme mentioned above, NeuralUDF learns a UDF field
from the images by minimizing the differences between ren-
dered images and ground truth images. However, unlike
SDF representation that is defined for closed surface, the
intrinsic property of the UDF field makes it more difficult
to optimize. First, the UDF has a higher degree of freedom
accommodating arbitrary topologies instead of only closed
surfaces. Second, the UDF is not differentiable at the zero
level set; the values and gradients of the UDF field close to
the zero level set are therefore hard to learn. This usually
results in a wide strip around the iso-surface where the UDF
values are distributed irregularly. Therefore, we introduce a
simple yet effective geometric regularizer term during train-
ing to improve the stability of the UDF field:

Lreg =
1

M

∑
k,i

exp(−τ · fu(rk(tk,i))), (10)

where τ is a constant scalar to scale the UDF values, and
M is the number of sampled rays per optimization step.
This formulation effectively precludes the UDF values of
the non-surface points from being zero, which thus encour-
ages the simplicity and clearness of the zero level set in the
field. The experiments show that this iso-surface regularizer
excels at improving the surface quality (see Sec. 4.3).

Loss functions. We train NeuralUDF by enforcing the con-
sistency of the rendered colors and the ground truth colors
of the input images without using 3D ground truth shapes.
Specifically, we optimize the neural networks and two train-
able probabilistic parameters κ of Eq. 1 and β of Eq. 6 by
randomly sampling a batch of pixels.

The overall loss function is defined as a weighted sum of
several loss terms:

L = Lcolor +λ0Lpatch +λ1Leik +λ2Lreg (+γLmask ) . (11)

where Lcolor is the L1 color loss to minimize the differ-
ences between the rendered pixel colors and the ground
truth pixel colors of the input images. Following the prior
works [46, 49, 50], the Eikonal term Leik is used to regu-
larize the neural distance field to have unit norm of gradi-
ents, and the optional mask loss term Lmask can be included
if extra masks are provided. Lpatch is a patch-based color
loss term introduced in [30], which renders the colors of a
local patch of an input image using patch blending strategy
and then enforces the consistency of the rendered colors and
ground truth colors at the patch level. (See the supplemen-
tary materials for the details.)

4. Experiments
4.1. Experimental settings

Datasets. We conduct evaluations on the DTU [15] dataset
and Deepfashion3D [53] dataset. DTU is a multi-view
dataset containing objects with closed surfaces, and each
scene consists of 49 or 64 images with 1600× 1200 resolu-
tion. We use the same 15 scenes following the prior works
for comparison. To validate the effectiveness of our method
on objects with open surfaces, we adopt Deepfashion3D
dataset for evaluation. Deepfashion3D is a large-scale real
3D garment dataset containing 563 diverse cloth items, and
provides the ground truth point clouds of the captured gar-
ments. To facilitate the multi-view 3D reconstruction task,
we randomly choose 12 garments from different categories
of the dataset, and then scale the point clouds to be in the
unit sphere. We render each point cloud into 72 images with
1024 × 1024 resolution. The rendered images are used for
reconstruction. We further collect a set of synthetic plant
objects for further qualitative comparisons. Each plant ob-
ject is rendered into 324 images with 256× 256 resolution.
Implementation details. We use MLPs to model the un-
signed distance field and color radiance field. We use the
Adam optimizer with a global learning rate 5e-4 for the net-
work training, specially we set the learning rate of the UDF
MLP as 1e-4. We sample 512 rays per batch and train our
model for 300k iterations on a single NVIDIA RTX 2080Ti
GPU. Our network architecture and initialization scheme
are similar to those of prior works [46, 49, 50]. We lever-
age MeshUDF [14], an extended marching cube algorithm
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Reference Images GT meshes Ours NeuS [46] VolSDF [49] NeRF [35]
Figure 4. Qualitative comparisons with SOTAs on DeepFashion3D [53] dataset. The GT meshes are reconstructed from the GT point
clouds provided by the DeepFashion3D dataset via Ball Pivoting meshing algorithm [3]. Thanks to the UDF representation, NeuralUDF
accurately recovers the garments with open surfaces. However, the SDF-based methods can only model the garments as closed surfaces,
thus leading to inconsistent topologies and erroneous geometries. (See supplementary materials for more results.)

Scan LS-C0 SS-D0 NS-D0 NS-C0 Skirt0 LS-D0 Trouser0 NS-D1 Trouser1 LS-C1 Skirt1 SS-C0 Mean
Colmap [41] 2.95 2.91 3.58 3.06 3.23 3.26 3.09 3.11 2.95 3.16 2.97 2.95 3.10
IDR†[50] 10.85 8.20 5.00 9.63 6.76 6.33 6.32 3.32 3.75 6.08 2.44 7.02 6.31
Nerf [35] 6.38 7.84 5.03 5.45 4.69 7.86 4.82 4.63 6.04 7.17 8.24 6.89 6.25
VolSdf [49] 5.92 4.79 4.54 8.57 7.02 5.96 6.97 4.36 7.24 8.73 7.74 8.84 6.72
Neus [46] 3.18 4.82 4.78 4.99 3.73 5.71 5.89 2.21 5.89 3.60 2.44 5.13 4.36
NeuralWarp [9] 4.71 11.24 5.40 8.56 4.10 5.83 5.79 2.00 2.07 6.50 9.61 6.94 6.06
Ours 1.92 2.05 2.36 1.58 1.33 4.11 2.47 1.50 1.63 2.47 2.16 2.15 1.97
† Optimization using extra object masks.

LS-C denotes Long-Sleeve Coat, SS-C denotes Short-Sleeve Coat, NS-C denotes None-Sleeve Coat, LS-D denotes Long-Sleeve Dress, SS-D
denotes Short-Sleeve Dress, NS-D denotes None-Sleeve Dress.

Table 1. Quantitative evaluation results on Deepfashion3D [53] dataset.

designed for UDF, to extract explicit mesh from the learned
UDF field.

A hierarchical sampling strategy is used to sample points
along a ray in a coarse-to-fine manner for volume rendering.
We first uniformly sample points on the ray and then iter-
atively conduct importance sampling [35] to sample more
points on top of coarse probability estimation. The proba-
bility of coarse sampling is computed based on the density
function σu(t) with fixed and predefined parameters κ and
β, while the probability of fine sampling is computed with
the learned κ and β.
Baselines. We compare NeuralUDF with the following
state-of-the-art baselines: 1) a widely used classic recon-
struction method COLAMP [41], which we use to recon-
struct a mesh from the point cloud generated by COLMAP
via Screened Poisson Surface Reconstruction [21]; 2) neu-
ral implicit methods utilizing surface rendering, IDR [50]
and UNISURF [38]; 3) neural implicit methods utilizing

volume rendering, NeuS [46], VolSDF [49] and Neural-
Warp [9]; 4) NeRF [35]. Although NeRF is not designed for
surface reconstruction, we include NeRF for comparisons
since its density representation enables successful novel
view synthesis on objects with arbitrary topologies. Fol-
lowing NeuS [46], we use a density threshold of 25 on DTU
(50 on Deepfashion3D) to extract surfaces from NeRF for
comparisons. Note that, IDR takes extra masks as input for
optimization while ours and the other methods do not.

4.2. Comparisons

Evaluation on non-closed objects. We conduct evalua-
tions on DeepFashion3D dataset whose objects are non-
closed, and measure the Chamfer Distances (10−3) between
the predicted meshes with ground truth point clouds. As
shown in Table 1, our method outperforms the other meth-
ods by a large margin. This is because our method can ac-
curately reconstruct the surfaces with arbitrary topologies
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Reference Images Ours NeuS [46] VolSDF [49] NeRF [35] IDR [50]

Figure 5. Qualitative comparisons with SOTAs on DTU [15] dataset.(See the supplementary materials for more results.)

Scan 24 37 40 55 63 65 69 83 97 105 106 110 114 118 122 Mean
Colmap [41] 0.81 2.05 0.73 1.22 1.79 1.58 1.02 3.05 1.40 2.05 1.00 1.32 0.49 0.78 1.17 1.36
IDR†[50] 1.63 1.87 0.63 0.48 1.04 0.79 0.77 1.33 1.16 0.76 0.67 0.90 0.42 0.51 0.53 0.90
Nerf [35] 1.90 1.60 1.85 0.58 2.28 1.27 1.47 1.67 2.05 1.07 0.88 2.53 1.06 1.15 0.96 1.49
UniSurf [38] 1.32 1.36 1.72 0.44 1.35 0.79 0.80 1.49 1.37 0.89 0.59 1.47 0.46 0.59 0.62 1.02
VolSdf [49] 1.14 1.26 0.81 0.49 1.25 0.70 0.72 1.29 1.18 0.70 0.66 1.08 0.42 0.61 0.55 0.86
Neus [46] 1.37 1.21 0.73 0.40 1.20 0.70 0.72 1.01 1.16 0.82 0.66 1.69 0.39 0.49 0.51 0.87
NeuralWarp [9] 0.49 0.71 0.38 0.38 0.79 0.81 0.82 1.20 1.06 0.68 0.66 0.74 0.41 0.63 0.51 0.68
Ours 0.69 1.18 0.67 0.44 0.90 0.66 0.67 1.32 0.94 0.95 0.57 0.86 0.37 0.56 0.55 0.75
† Optimization using extra object masks.

Table 2. Quantitative evaluation results on DTU [15] dataset.

while the SDF based methods can only model the garments
as closed surfaces and thus exhibit large errors. In Figure 4,
the SDF based methods including NeuS, VolSDF and IDR
enforce strong assumption on the closeness of the target
shape and attempt to model all the shapes as closed sur-
faces, thus inevitably leading to large errors and inconsis-
tent topologies for the garments. For example, for the first
row, VolSDF attempts to use a double-layered surface to
represent the thin cloth; optimizing this tiny SDF band is
difficult and the results contain many noticeable holes. For
the second row, NeuS gives a closed surface for the gar-
ment model while the cuffs are even incorrectly connected.
Note although IDR takes extra masks for optimization, the
reconstructed results still exhibit large quantitative errors.
Evaluation on closed objects. We further perform eval-
uation on DTU dataset whose objects are closed and wa-
tertight, and measure the Chamfer Distances between the
predicted meshes and ground truth point clouds. Although
our method adopts UDF as representation and does not im-
pose closed surface assumption, our method still achieves
comparable performance with the SDF based methods that
are particularly designed for closed shapes.

As shown in Table 2, in terms of the averaged Chamfer
Distance, NeuralUDF outperforms most of the SOTA meth-
ods except the most recent work NeuralWarp [8]. Neural-

Warp is a fine-tuning method that further optimizes the sur-
faces obtained from VolSDF [49] by minimizing the differ-
ences between the warped source images and the reference
image. However, NeuralWarp heavily relies on the recon-
structed geometry provided by other methods to generate
reasonable warped source images, so it cannot be trained
from scratch. The qualitative comparisons with SOTAs are
provided in Figure 5, where our reconstruction results con-
tain fewer artifacts than the SDF based methods, e.g., the
roof of the House and the Apple.

4.3. Ablations and Analysis

Ablation studies. We conduct ablation studies (Figure 6
and Figure 7) to investigate the individual contribution of
the important designs of our method. The first key design
is the gradient-aware visibility indicator function for effec-
tively indicating the surfaces. For convenience, we call the
visibility indicator function that is not gradient-aware as
naive indicator function. As shown in Figure 6, the recon-
struction result using the naive indicator function contains
larger errors than the result using the gradient-aware indica-
tor function, where the Chamfer Distance (CD) of the two
reconstructions are 1.31 and 0.75 respectively (the lower is
better). We can also see that the reconstruction using the
naive function lacks geometric details, where the teeth and
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CD: 1.31 CD: 0.75 CD: 0.66
(a) Naive indicator

function
(b) Gradient-aware

indicator function
(c) Patch blending

Figure 6. Ablation studies on gradient-aware visibility indicator
function and patch blending loss term.

eye holes of the Skull are not reconstructed accurately. This
is because the naive indicator function has inherent bias and
the measured visibility is not consistent with the true sur-
face intersection, thus leading to inaccurate reconstruction.

We leverage an iso-surface regularizer to make the UDF
field more stable and accurate around zero level sets. The
reconstructions with or without the regularizer are shown
in Figure 7. Although the Chamfer Distances of the two
results are close, the mesh without the regularizer is much
more noisy and has noticeable artifacts while the mesh with
the regularizer is much cleaner and smoother. To give an
in-depth analysis, we plot the UDF values and the cosine
values of the angle between the ray direction and UDF gra-
dients along a selected ray (the marked red point of (b,c)).
We can see that, without the regularizer, the signs of the
cos(θ) values change multiple times around the zero level
set, which indicates the gradients are not stable. In contrast,
with the regularizer, the gradients are more stable, where
the gradient direction only flips at the surface intersection.

Also, inspired by [30], the patch blending loss term is
included in the optimization. With this term, the reconstruc-
tion can be further improved from 0.75 to 0.66 in terms of
Chamfer Distance.

More types of shapes. We additionally show results on
several challenging objects with complex open surfaces. As
shown in Figure 8, our method successfully reconstructs the
challenging plant models with non-manifold geometries,
while the reconstruction results of NeuS [46] are incom-
plete and contain numerous holes. This is because SDF is
essentially not a suitable representation for many topologies
like the thin leaves. Therefore, optimizing a SDF field for
these kinds of models is deserved to be difficult and the re-
constructed surfaces are naturally erroneous.

Limitations. Compared to the SDF based methods, Neu-
ralUDF will degrade on textureless objects that lack enough
distinguishable features, and produces smoother results that
may lack some geometric details. This is because Neu-
ralUDF does not impose closed surface assumption and is
not differentiable at zero-level sets (see details in the Supp.).

CD: 2.47 CD: 2.49
(a) Reference Image (b) w/ regularizer (c) w/o regularizer

with iso-surface regularizer without iso-surface regularizer

(d) The curves of UDF values and cos(θ) values
Figure 7. Ablation study on the iso-surface regularizer.

Reference Images Ours NeuS [46]

Figure 8. Qualitative comparisons with NeuS on two plants.

5. Conclusions
We introduce NeuralUDF, a NeRF-based method that

uses neural UDF fields for mutliview reconstruction of sur-
faces with arbitrary topologies. Our key idea is to intro-
duce a novel volume density function that effectively cor-
relates the UDF representation with the volume rendering
scheme to learn neural UDF fields. The experiments show
that, unlike the SDF based works that can only model closed
shapes, our method can reconstruct more types of shapes
with either open or closed surfaces, thus extending the un-
derlying geometric representation of neural volume render-
ing to various topologies.

Acknowledgements
Xiaoxiao Long is supported by Hong Kong PhD Fellow-

ship Scheme. Taku Komura is partly supported by the Hong
Kong ITF Grant ITS/319/21FP. Lingjie Liu and Christian
Theobalt have been supported by the ERC Consolidator
Grant 4DReply (770784).

20841



References
[1] Matan Atzmon and Yaron Lipman. Sal: Sign agnos-

tic learning of shapes from raw data. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 2565–2574, 2020. 2

[2] Jonathan T Barron, Ben Mildenhall, Matthew Tancik, Peter
Hedman, Ricardo Martin-Brualla, and Pratul P Srinivasan.
Mip-nerf: A multiscale representation for anti-aliasing neu-
ral radiance fields. In Proceedings of the IEEE/CVF Inter-
national Conference on Computer Vision, pages 5855–5864,
2021. 1

[3] Fausto Bernardini, Joshua Mittleman, Holly Rushmeier,
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