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Abstract

The goal of open-vocabulary detection is to identify
novel objects based on arbitrary textual descriptions. In this
paper, we address open-vocabulary 3D point-cloud detec-
tion by a dividing-and-conquering strategy, which involves:
1) developing a point-cloud detector that can learn a gen-
eral representation for localizing various objects, and 2)
connecting textual and point-cloud representations to en-
able the detector to classify novel object categories based
on text prompting. Specifically, we resort to rich im-
age pre-trained models, by which the point-cloud detec-
tor learns localizing objects under the supervision of pre-
dicted 2D bounding boxes from 2D pre-trained detectors.
Moreover, we propose a novel de-biased triplet cross-modal
contrastive learning to connect the modalities of image,
point-cloud and text, thereby enabling the point-cloud de-
tector to benefit from vision-language pre-trained models,
i.e., CLIP. The novel use of image and vision-language pre-
trained models for point-cloud detectors allows for open-
vocabulary 3D object detection without the need for 3D
annotations. Experiments demonstrate that the proposed
method improves at least 3.03 points and 7.47 points over
a wide range of baselines on the ScanNet and SUN RGB-D
datasets, respectively. Furthermore, we provide a compre-
hensive analysis to explain why our approach works. Code
is available at https://github.com/lyhdet/OV-3DET

1. Introduction
Current state-of-the-art point-cloud detectors are typi-

cally trained on a limited number of classes, which fails
to account for the cornucopia of object classes that exist
in the real world. As a result, these detectors often fail to
generalize to unseen object classes that were not present
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Figure 1. OV-3DET takes point-cloud and text as input, and de-
tects objects according to the text description. Results on two
point-cloud datasets demonstrate the effectiveness of OV-3DET.
Note that RGB color is not used during inference. (we use it here
only for better visualization.)

in the training data. To address this issue, we focus on
the under-explored problem of open-vocabulary point-cloud
detection, which involves detecting 3D objects that are out-
side the training vocabulary and accompanied by arbitrary
text descriptions.

Achieving open-vocabulary detection requires the model
to learn general representations and relate those representa-
tions to text cues. However, the typical approach of collect-
ing data with a larger number of classes is challenging in
the point-cloud field due to the difficulty of both data collec-
tion and annotation. Moreover, acquiring large-scale point-
cloud-caption data is currently infeasible, which further hin-
ders point-cloud detectors from learning to connect the rep-
resentation with text prompts. Given these challenges, we
work around the problem of open-vocabulary 3D object de-
tection by leveraging existing well-established pre-trained
models for images.

Indeed, the field of image/vision-language has made
remarkable progress in learning general representations
[8, 12, 19, 34], enabling various applications such as de-
tection [34], vision-language question answering [26], and
even image generation [22]. In particular, the CLIP pre-
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trained model [19] connects visual and text representa-
tions, significantly advancing the development of 2D open-
vocabulary detection/segmentation [10,16,31]. Rather than
relying on large-scale point-cloud data with plentiful class
labels and text pairs, we propose OV-3DET, which lever-
ages advanced image/vision-language pre-trained models to
achieve Open-Vocabulary 3D point-cloud DETection, as
shown in Fig. 1. Notably, unlike previous open-vocabulary
object detection/segmentation works [16, 31] that require
supervisions of seen classes, inheriting general representa-
tions from image pre-trained models allows us to directly
work around open-vocabulary point-cloud detection with-
out any 3D annotations of the bounding boxes and the cor-
responding class labels.

Specifically, our proposed OV-3DET is a divide-and-
conquer method that tackles two issues in two stages, re-
spectively. In the first stage, the point-cloud detector learns
to localize the unknown objects, and then in the second
stage the point-cloud detector learns to name them accord-
ing to the text prompts. Without cherry-picking seen cat-
egories and their ground truth, we directly take 2D pre-
trained detectors, e.g., Detic [34], to generate a series of 2D
bounding boxes or 2D instance masks in the correspond-
ing images. Note that we do not use any class labels pre-
dicted by 2D detectors, and we use the coarse 2D bounding
boxes or 2D instance masks to supervise 3D point-cloud
detectors to learn localizing 3D objects. Then in the second
stage, we make novel us of CLIP by proposing a de-biased
triplet cross-modal contrastive learning method to connect
the modalities among point-cloud, image, and text, such
that the point-cloud detector is able to relate the objects with
corresponding text descriptions. During inference, only the
point-cloud detector and the text prompts are used.

Experiments demonstrate the effectiveness of the pro-
posed method, outperforming a wide range of open-
vocabulary-related method [33] and generazability-related
methods [30,34] over at least 7.47 mAP25 and 3.03 mAP25

on the SUN RGB-D dataset and ScanNet dataset, respec-
tively. More importantly, we conduct sufficient ablation
studies to explore how different components influence the
performance of the method, and shed light on why the pro-
posed method works.

2. Related Work

2.1. Open-Vocabulary 2D and 3D Detection.

Open-vocabulary (or known as zero-shot [31]) object de-
tection targets to detect the novel classes that are not pro-
vided labels during training [10, 20, 21, 32], which usually
accompanied by arbitrary text description [10]. Recent ap-
proaches [10, 19, 32] leverage image-text pairs to extract
rich semantics from text, broadening the vocabulary size of
the detector and advancing the embedding layer. Another

common solution is to replace the classifier with pre-trained
vision-language embedding [20,21,31,32] thus the detector
can directly utilize the open-vocabulary classifier and per-
form open-vocabulary detection.

In the 3D point-cloud domain, it is not straightfor-
ward to obtain large-scale point-cloud text pairs, nor to di-
rectly exploit the vision-language embedding layer. Con-
sequently, there has been limited exploration of open-
vocabulary point-cloud detection in the point-cloud field. In
particular, while images consist of dense RGB pixels, point-
clouds are composed of sparse xyz points. This signifi-
cant gap makes it challenging to transfer image or vision-
language pre-trained models to point-clouds [30]. Point-
CLIP [33] achieves open-vocabulary point-cloud recogni-
tion via projecting point-cloud into multi-view images and
treating the images by CLIP. However, this approach is diffi-
cult to apply to point-cloud detection, as it does not address
the issue of localizing unknown objects. Furthermore, we
find that simply replacing the class embedding layer com-
promises performance in large-scale scenes. We propose
to achieve open-vocabulary point-cloud detection by tack-
ling the issues of localization and classification via image
pre-trained models and de-biased triplet cross-modal con-
trastive learning.

2.2. Weakly-Supervised Detection.

Weakly-supervised object detection typically trains
models using image-level class labels rather than full
bounding box annotations [14, 15, 24, 25]. For in-
stance, CASD [14] employs feature-level attention and self-
distillation, while Li et al. [15] propose a generative adver-
sarial segmentation module that collaborates with the con-
ventional detection module. However, most weakly super-
vised methods rely on low-level proposal techniques, result-
ing in suboptimal localization quality.

In the first stage of our method, we utilize the 2D pre-
diction results from the pre-trained 2D model as the pseudo
label for the 3D point-cloud detector, which aims to enable
the point-cloud detector to learn general representations
that can localize diverse 3D bounding objects. This step
represents a form of cross-domain, cross-modal weakly-
supervised learning. The cross-domain aspect arises be-
cause the pre-trained 2D models have never been trained
on images from the 3D dataset, resulting in domain gaps.
For the cross-modal weakly-supervised learning, the 2D
bounding boxes predicted by 2D pre-trained models serve
as weak supervision for 3D point-cloud detectors. More
importantly, in addition to teaching the point-cloud detec-
tor to localize objects, we further connect the point-cloud
detector with a vision-language pre-trained model to enable
open-vocabulary point-cloud detection.
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Figure 2. OV-3DET learns to localize 3D objects from 2D pre-
trained detectors. Specifically, for each predicted 2D box, we
first extract the 3D points inside the frustum box, and then per-
form clustering on these points to remove background and outlier
points. Finally, 3D pseudo box (center, size, and the orientation)
is computed based on the remaining points.

2.3. Open-Set 3D Detection.

Open-set 3D detection [1, 3, 4, 28] is a similar but differ-
ent setting, compared with our open-vocabulary 3D point-
cloud detection. The former is to identify unknown objects
from known ones. It does not classify each unknown object
into specific categories. However, in our setting, we tar-
get at localizing and classifying each object with a specific
bounding box by introducing text prompting that includes
the unseen classes. In open-vocabulary 3D object detection,
the model is not only required to be capable of learning gen-
eral representation, but also needs to relate the point-cloud
representation with text embedding.

3. Method

3.1. Overview

The proposed OV-3DET consists of two steps, where
the first step deals with localization and the second step
with classification. Specifically, the localization capabil-
ity is learned from the 2D pre-trained models (e.g., De-
tic [34], Mask R-CNN [13], Fast R-CNN [9], etc.). We
use the predicted 2D bounding boxes as the pseudo bound-
ing box of the point-cloud detector after transforming the
frustum into relatively tight bounding box according to the
point-cloud geometry, as shown in Fig. 2. Regarding classi-
fication, we connect text, image, and point-cloud modalities
via a de-biased triplet cross-modal contrastive learning, thus
the model is able to recognize which localized objects be-
long to the description from the text. It is worth mentioning
that throughout the pipeline, we only utilize existing well-
established 2D pre-trained models and do not use any hu-
man annotations in the 3D point-cloud.

3.2. Notation and Preliminaries

We use T, I,P to represent text, image and point-cloud,
respectively, in which I ∈ R3×H×W , P = {pi ∈ R3, i =
1, 2, 3..., N}, where N is the point number in the point-
cloud. During training, the unlabeled point-clouds dataset

with its paired image is used, denotes as Dpc = {Pj}|D
pc|

j=1 ,

Dimg = {Ij}|D
img|

j=1 , respectively.
A point-cloud detector typically deals with both classifi-

cation and localization, where the localization module pre-
dicts 3D bounding boxes b̂3D ∈ R7 and we are able to ob-
tain the corresponding point-cloud ROI features f3D. Simi-
larly, the 3D bounding boxes can be projected into 2D, i.e.,
b̂2D ∈ R4, via projection matrix K, and we can also index
the corresponding patch features f2D. Then we can perform
open-vocabulary classification by comparing between f1D
and f3D, where f1D represents text feature [19].

3.3. Learn to Localize 3D Objects from 2D Pre-
trained Detector

Localization is an important sub-task of detection. Yet
it is not easy for point-cloud detector to learn localizing di-
verse objects, due to limited class annotations in the exist-
ing point-cloud dataset. In contrast, 2D detectors enjoy the
advantages of rich data and annotations, already achieving
detecting objects in a large variety [10, 16, 34]. To this end,
we are motivated to make use of pre-trained 2D detectors to
guide the 3D point-cloud detector to learn localization.

Specifically, for a pair of image and point-cloud from
Dpc and Dimg , 2D pre-trained detectors first predict a se-
ries of 2D bounding boxes or instance masks, if available.
Afterwards, we back-project the 2D bounding box into 3D
space, which results in the frustum 3D box that could not
tightly enclose the 3D object, as shown in Fig. 2. To miti-
gate this issue, we shrink the 3D bounding box by leverag-
ing the geometry of the point-cloud. Specifically, we first
extract the 3D points inside the frustum box and then per-
form clustering on these points to remove background and
outlier points. Finally, the center, size, and the orientation
are computed based on the remaining points, which are fur-
ther used to supervise the 3D detector, given by

Lloc = L3D
box(b̄3D, b̂3D)), b̄3D = cluster(b̄2D ◦K−1), (1)

where b̄2D ∈ R4 represents the 2D bounding box predicted
from the pre-trained 2D detector, and b̄3D ∈ R7 is the
3D pseudo bounding box clustered from back-projected 2D
bounding box, L3D

box denotes the bounding box regression
loss used in 3DETR [17]. Note that we do not use any clas-
sification prediction of the pre-trained 2D detectors by de-
fault as our main focus is enforcing the 3D detector to learn
localizing from the pre-trained 2D detector at this stage.

3.4. Learn to Classify 3D Objects from 2D Pre-
trained vision-language Model

Next, we aim at guiding the model to find the ob-
jects of interest from localized bounding boxes according
to the text prompting. In recent 2D open-vocabulary de-
tection, connecting the image modality and text modality
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Figure 3. OV-3DET learns to classify 3D objects from CLIP pre-trained model. Specifically, for a paired image and point-cloud training
input, we first localize objects and collect bounding box ROI features f3d, and then crop the corresponding 2D patches from the image.
After that, CLIP pre-trained model extracts image patch features f2d and text features f1d, and finally achieves open-vocabulary detection
via connecting the embeddings of f1d, f2d and f3d.

(a) Semantic propagation (b) De-biased sampling

Figure 4. DTCC first classifies each image patch and 3D object
via semantic propagation, and then samples positive and negative
points in a de-biased manner.

is achieved by leveraging 2D pre-trained vision-language
model [10,16,19]. Yet there is no such pre-trained model in
point-cloud field. This further motivates us to leverage 2D
pre-trained vision-language model [19] in open-vocabulary
point-cloud detection. Inspired by recent works [30,33] that
connect image and point-cloud, we take image modality as
the intermediary, and propose a De-biased Triplet Cross-
Modal Contrastive Learning (DTCC) to connect text and
point-cloud, which are intrinsically different modalities.

Specifically, during training, as shown in Fig. 3, we can
get the point-cloud prediction as a series of 3D bounding
boxes b̂3D with ROI features f3D, then we crop the cor-
responding image patches by projecting the predicted 3D
bounding box b̂3D based on the projection matrix K, which
is further sent into a pre-trained vision-language model (i.e.,
CLIP), with text prompts. Then we get the text features
f1D, and image patch features f2D. Finally, we utilize
DTCC to connects f1D, f2D and f3D. It is noteworthy
to mention that we directly reuse the hand-crafted prompts
provided by CLIP which is originally designed for image
classification. In practice, we just inject the category names
into the blank position of the provided sentence.

De-biased Triplet Cross-Modal Contrastive Learning.
Before in-depth illustrating the proposed DTCC, we first
revisit contrastive learning [5], which contrasts similar (pos-
itive) and dissimilar (negative) pairs of samples. In our
cases, dissimilar (negative) samples are typically randomly
sampled data points due to lack of annotation, and that may
implicitly accept the false negative points, finally resulting
in biased contrastive learning [6].

Based on this observation, DTCC, which belongs to De-
biased Contrastive Learning [6], tries to correct the false-
negative sampling. Specifically, as shown in Fig. 4a, DTCC
first associates each 2D patch and 3D object with a distinct
category (text prompts) via semantic propagation, and then
perform negative sampling (as shown in Fig. 4b) across dif-
ferent categories. More specifically, semantic propagation
utilizes vision-language pre-trained model to associate im-
age patch with semantic label, and then propagate this se-
mantic to 3D object according to the paired relationship be-
tween 2D patch and 3D box. The loss function of DTCC is
given by

LDTCC = LP2T
CL + LP2I

CL (2)

where LDTCC consists of two parts, LP2T
CL , LP2I

CL denote
the contrastive loss between point-cloud and text / image,
respectively. And the contrastive loss [18] is given by

LCL = − 1

M

M∑
i=1

log

∑m
t=0 e

h⊤
i ht/τ∑M

j=0 e
h⊤
i hj/τ

, (3)

where h denotes the samples involved in contrastive learn-
ing, M is the number of samples, m is the number of pos-
itive samples corresponding to ith sample hi, and τ is a
temperature hyper-parameter.

Note that in this stage, only the weights of 3D detector
are trainable, while freezing CLIP. Therefore, there is no
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Open-Vocabulary
Baselines

OV-PointCLIP [33] 4.76 0.91 4.41 0.07 4.11 0.15 0.05 0.19 0.08 1.11 2.13 0.10 0.24 0.02 0.96 0.06 0.43 0.03 0.91 0.05 1.04
3DETIC [34] 47.68 41.35 4.46 24.41 18.58 10.42 3.72 5.74 12.60 4.89 1.54 0.00 1.24 0.00 19.33 4.58 12.30 23.78 22.02 1.17 12.99
CLIP-3D [19] 38.05 34.45 16.26 20.07 12.72 8.03 2.61 14.62 10.02 5.26 12.31 4.02 1.26 0.09 26.50 7.78 6.52 4.28 10.00 1.19 11.80

Fix-Vocabulary
Methods

I2P-3D-DET [30] 47.98 50.93 6.40 24.58 17.63 3.75 0.08 2.36 1.75 2.32 5.32 0.13 0.45 0.06 1.90 0.11 4.95 0.65 3.87 0.04 8.80
MN-3D-DET [29] 3.05 0.56 2.91 0.09 0.85 0.06 0.11 4.08 0.07 0.53 0.79 0.07 0.18 0.04 1.99 0.04 0.43 0.13 0.34 0.02 0.82

Upper Bound 3DETR [17] 89.62 82.08 65.91 74.20 57.06 24.49 12.49 24.43 24.94 28.17 49.74 59.71 18.18 28.86 43.76 31.58 19.45 10.07 31.61 13.55 39.50

Ours OV-3DET 72.64 66.13 34.80 44.74 42.10 11.52 0.29 12.57 14.64 11.21 23.31 2.75 3.40 0.75 23.52 9.83 10.27 1.98 18.57 4.10 20.46
Improvement +24.66 +15.20 +18.54 +20.16 +23.52 +1.10 -3.43 -2.05 +2.04 +5.95 +11.00 -1.27 +2.14 +0.66 -2.98 +2.05 -2.03 -21.80 -3.45 +2.91 +7.47

Table 1. Detection results (AP25) on SUN RGB-D.
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Open-Vocabulary
Baselines

OV-PointCLIP [33] 1.04 1.85 4.79 1.18 0.19 1.61 0.41 0.03 0.40 0.29 0.51 0.10 1.66 0.16 0.02 0.24 0.04 0.15 0.03 0.05 0.74
3DETIC [34] 53.26 24.88 15.77 31.36 11.54 9.14 2.10 9.39 17.00 29.21 27.45 19.96 13.68 0.01 0.00 0.00 17.73 4.80 3.04 9.51 14.99
CLIP-3D [19] 44.78 23.84 17.52 12.62 4.92 13.24 1.95 3.97 11.37 17.64 32.24 14.87 11.38 2.37 0.51 14.46 8.58 7.45 5.14 4.70 12.68

Fix-Vocabulary
Methods

I2P-3D-DET [30] 22.97 16.42 2.77 9.97 0.53 1.34 0.32 0.03 3.84 0.24 7.20 0.15 5.91 0.11 0.00 0.08 0.10 0.32 0.08 0.29 3.63
MN-3D-DET [29] 0.45 1.81 2.48 1.94 0.09 0.80 0.16 0.02 0.91 0.70 0.27 0.11 1.86 0.07 0.02 1.96 0.06 0.10 0.03 0.04 0.69

Upper Bound 3DETR [17] 90.75 62.97 67.56 68.42 34.29 53.48 38.90 44.22 43.66 62.56 77.27 43.67 52.54 50.61 28.15 44.63 36.53 11.96 17.66 9.13 46.95

Ours OV-3DET 57.29 42.26 27.06 31.50 8.21 14.17 2.98 5.56 23.00 31.60 56.28 10.99 19.72 0.77 0.31 9.59 10.53 3.78 2.11 2.71 18.02
Improvement +4.03 +17.38 +9.52 +0.14 -3.33 +0.93 +0.88 -3.83 +6.00 +2.39 +24.04 -8.97 +6.04 -1.60 -0.20 -4.90 -7.20 -3.67 -3.03 -6.80 +3.03

Table 2. Detection results (AP25) on ScanNet.

need to compute the contrastive loss between text and im-
age. In other words, DTCC connects the embedding of text,
image and point-cloud by pushing the point-cloud embed-
ding towards that of the pre-trained vision-language model.
The overall optimization objective is given by

LConnect = LDTCC + λ · Lloc, (4)

where Lloc ensures the localization does not degrade during
cross-modal connection, and λ is a balance parameter.

4. Experiment
In this section, we compare the proposed OV-3DET with

popular baselines on two widely used 3D detection datasets,
SUN RGB-D [27] and ScanNetV2 [7]. Then we conduct
sufficient analysis and ablation studies to explore why OV-
3DET works.

4.1. Datasets and Evaluation Metric

3D Point-cloud Datasets. SUN RGB-D [27] and Scan-
NetV2 [7] are two widely used 3D object detection datasets.
As our method requires the paired point-cloud and image,
we directly take the raw RGB-D frames from the Scan-
Net and SUN RGB-D dataset to conduct the experiments.
Additionally, OV-3DET is evaluated on 20 ∼ 200 common
classes for both datasets.

The main metrics in the experiments are Average Pre-
cision (AP) and mean Average Precision (mAP) at IoU
thresholds of 0.25, denoted as AP25, mAP25, respectively.

4.2. Main Results

Since there is no baseline directly working around open-
vocabulary 3D point-cloud detection, we mainly compare

OV-3DET with well-known works [19, 30, 33, 34] that
study either transfer-ability in 3D point-cloud or 2D open-
vocabulary. Specifically, the baselines we used include:

1) PointCLIP [33] extends CLIP into 3D point-cloud and
attempts to bridge the embedding space of text and point-
cloud. However, it only deals with the point-cloud classi-
fication task. To address the localization problem, we use
pseudo-box pre-trained 3DETR to locate objects, and then
extract the points inside the predicted 3D bounding box, fi-
nally use the pre-trained PointCLIP to generate classifica-
tion prediction for each predicted 3D bounding box. We
term this baseline as OV-PointCLIP, which satisfies the def-
inition of open-vocabulary 3D detection.

2) Detic [34] is a pioneer work that detects 21K classes in
2D image, which is used as the second baseline. We project
the 2D prediction into 3D space with the same processing
method to shrink the 3D bounding box frustum. This base-
line is denoted as 3DETIC. Note that 3DETIC requires im-
age and point-cloud pairs during inference, while the pro-
posed OV-3DET only uses point-cloud during inference.

3) Similar to 3DETIC that locates and names 3D object
directly using 2D pre-trained model, another straightfor-
ward baseline is using Detic [34] to locate 3D object, then
using pre-trained CLIP [19] to perform open-vocabulary
classification. This baseline is denoted as CLIP-3D and
it satisfies the definition of open-vocabulary 3D detection
setting. But CLIP-3D also requires image and point-cloud
pairs during inference.

4) Image2Point [30] transfers the image pre-trained
transformer to the point-cloud by copying or inflating the
weights. Similarly, we copy the weights of the transformer
from the pre-trained DETR [2] to 3DETR and fine-tune the
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Setting mAP25

OV-3DET 18.02
OV-3DET-clean 16.75

(a) Analysis of vocabulary overlap.

Transfer direction mAP25

SUN RGB-D → ScanNet 12.30
ScanNet → SUN RGB-D 12.57

(b) Analysis of transferability.

Table 3. Analysis of vocabulary overlap and transferability.

set-aggregation module, 3D box and classification header.
We refer to this baseline as I2P-3D-DET. This baseline can
only classify predefined vocabulary sets and it is not an
open-vocabulary 3D detector.

5) ModelNet [29] is a 3D classification dataset that
contains 40 categories. Similar to OV-PointCLIP, we use
pseudo-label pre-trained 3DETR to localize objects, and re-
place the classification head with a ModelNet pre-trained
classifier. This baseline is denoted as MN-3D-DET. Due to
the limited vocabulary of ModelNet, MN-3D-DET is not an
open-vocabulary 3D detector.

Particularly, OV-PointCLIP, 3DETIC and CLIP-3D are
open-vocabulary methods, I2P-3D-DET is a transferability-
related method. Additionally, we provide the upper bound
for OV-3DET, that is, 3DETR trained with ground truth an-
notations in a fully supervised manner.

We evaluate all the aforementioned baselines and the
proposed OV-3DET on both ScanNet and SUN RGB-D,
AP25 and mAP25 on 20 common classes and report in
Tabs. 1 and 2. The results reveal that our approach, which
does not rely on paired images during inference, achieves
at least 7.47% and 3.03% improvement in mAP25 on SUN
RGB-D and ScanNet, respectively, compared to baselines
that satisfy the open-vocabulary setting. Specifically, both
3DETIC and CLIP-3D surpass the other baselines and are
comparable to each other. Moreover, the proposed OV-
3DET not only transfers the open-vocabulary detection ca-
pability from images to point-clouds, but also outperforms
these two baselines by a large margin. The reason is that the
explicit connection between text and point-cloud brings the
performance gains. Moreover, OV-PointCLIP and MN-3D-
DET learn to classify point-cloud from ModelNet, but both
approaches perform poorly due to the large gap between
CAD handcrafted 3D models and point-clouds collected via
RGB-D sensors. Furthermore, the results of I2P-3D-DET
show that directly replicating learnable weights from pre-
trained model on image to point-cloud detector does work,
which further demonstrates the potentials of making use of
2D pre-trained models for the point-cloud field.

4.3. Analysis of Vocabulary Overlap

The connection between text and point-cloud relies on
sampling text prompts as anchor points from the text em-
bedding space, yet the sampling texts may lead to early
leakage of vocabulary due to the unintentional overlap be-

Setting mAP25

OV-3DET-rare 9.90
OV-3DET-common 6.46
OV-3DET-frequent 16.05
OV-3DET-all 18.02

Table 4. Analysis of text prompts used in pseudo box generation.

tween training text prompts and test vocabulary. We there-
fore conduct the experiment to analyze the effect of vocab-
ulary overlap.

Specifically, we use LVIS’s [11] categories as the text
prompts during training. The relationship between LVIS
and test category is shown in Fig. 6a. In this experiment,
we remove the overlapping words from LVIS and dub the
remaining words by the suffix -clean. Later, we re-train the
OV-3DET-clean on ScanNet and present the results in
Tab. 3a, which indicates that removing overlapping words
results in a 1.27% drop in mAP25, yet still outperforms the
mAP25 of the baselines in Sec. 4.2, even though 3DETIC
also suffers from the overlap issue.

4.4. Analysis of Transferability

The transferability of traditional 3D detectors is limited
due to the difference between training and testing classes.
Therefore, it is natural to ask whether the ScanNet pre-
trained model can generalize to SUN RGB-D and vice
versa. To answer this question, we evaluate OV-3DET
with ScanNet and SUN RGB-D pre-trained model on SUN
RGB-D and ScanNet, respectively. The results are reported
in Tab. 3b, which demonstrates that cross dataset evaluation
leads to 7.89% and 5.72% drop in mAP25 on SUN RGB-
D and ScanNet, even though both SUN RGB-D and Scan-
Net are collected with RGB-D sensors, the resolution and
noise of different sensors are considerably different, which
results in the domain gap between these two datasets. In the
presence of domain gap, the results further demonstrate the
transferability of the proposed OV-3DET.

4.5. Analysis of the Influence of Text Prompts

Throughout OV-3DET, the usage of text prompts are
threefold: 1) Pseudo 3D bounding box generation, 2) De-
biased triplet cross-modal contrastive learning, 3) Evalua-
tion. To further investigate the impact of text prompts, we
conduct experiments for each usage of text prompts, and
these analysis and ablation studies are performed on Scan-
Net by default.

Text Prompts Used in Pseudo Bounding Box Genera-
tion In this experiment, we investigate the effect of the
text prompts used in pseudo bounding box generation based
on LVIS dataset. LVIS contains more than 1.2k categories
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Figure 6. TSNE visualization to analyze the vocabulary overlap
between test words and LVIS, Object365, COCO.

and is collected for long-tail object recognition, which can
be divided into three groups: frequent, common, and rare
based on the number of training images. The relationship
between these three groups and test categories are illus-
trated in Figs. 6d to 6f We re-train OV-3DET three times
with pseudo-bounding boxes of frequent, common, and rare
objects, respectively. We refer to these three re-trained
models as OV-3DET-frequent, OV-3DET-common,
and OV-3DET-rare. Results are presented in Tab. 4,
compared with OV-3DET-all that uses all of the LVIS
vocabulary to generate pseudo-bounding box, OV-3DET-
frequent, OV-3DET-common, OV-3DET-rare drops 1.97%,
11.56%, 8.12% in terms of mAP25, which demonstrate text
prompts used in pseudo bounding box generation do make
a difference. Moreover, OV-3DET-rare outperforms OV-
3DET-common, as we can see in Figs. 6e and 6f, both LVIS-
common and LVIS-rare are barely overlap with test classes,
and we find that the boxes of LVIS-rare are more diverse
regarding the objects in images in terms of scales, posi-
tions, and shapes, leading to more possibilities of localizing
novel classes. Experimentally, we find the box recall of OV-
3DET-common is 51.48%, and OV-3DET-rare is 58.72%.

Setting mAP25

OV-3DET-coco 11.75
OV-3DET-lvis 18.02
OV-3DET-365 19.01

(a) Analysis of text prompts used
in cross-modal connection.

Setting mAP25

OV-3DET-p2i 14.43
OV-3DET-p2t 16.99
OV-3DET-p2it 18.02

(b) Ablation on de-biased con-
trastive learning.

Table 5. Analysis of prompts and de-biased contrastive learning.

Text Prompts Used in Cross-Modal Connection We
have analysed in Sec. 4.3 the overlap between the text
prompts used for cross-modal connection and test classes.
Here, we perform a further ablation study on the sampling
of text prompts and investigate the effect of the text prompts
used in cross-modal connection. Specifically, the category
of Objects365v2 and COCO are used to replace LVIS and
re-train OV-3DET. We refer to them as OV-3DET-lvis,
OV-3DET-365, and OV-3DET-coco, and the relation-
ships between these three sets of categories and test cate-
gories are illustrated in Figs. 6a to 6c. We report mAP25

in Tab. 5a, and the results show that OV-3DET-365 outper-
forms OV-3DET-lvis by 0.99%, indicating that the num-
ber of text prompts is not directly related to the final
performance. In addition, the mAP25 of OV-3DET-coco
drops severely, Fig. 6c provides an intuitive explanation that
COCO under-samples the text embedding space and is in-
sufficient for cross-modal connection.

Text Prompts Used in Evaluation In the above exper-
iments, we evaluate OV-3DET on 20 common classes of
indoor scenes. To further verify the effectiveness of OV-
3DET, we resort to the vocabulary of ScanNet200 [23],
and analyse the relationship between test vocabulary size
and final performance. The results are illustrated in Fig. 5,
as the test vocabulary size grows, mAP10, mAP15, and
mAP25 gradually decrease and converge to 3.41%, 3.09%
and 2.5%, respectively, when all of the classes of Scan-
Net200 are used in the evaluation. Due to the sparsity
and incompleteness, 3D point-clouds are less discriminative
than images, so as the test vocabulary size grows, it is in-
evitable that there will be many objects with similar shapes
need to be distinguished, yet this is too hard even for ground
truth supervised 3D detectors.

4.6. Ablation on De-biased Contrastive Learning

In this section, we focus on investigating the effect of the
different strategy that used in the proposed de-biased cross-
modal contrastive learning. Specifically, on the one hand,
point-cloud can align with images using pair relationship,
on the other hand, point-cloud can align with text via paired
image and vision-language pre-trained model. A third op-
tion is to align the point-cloud with both the image and text
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(a) OV-3DET-p2it (b) OV-3DET-p2i (c) OV-3DET-p2t

Figure 7. TSNE visualization to analyze the influence of the de-
biased cross-modal contrastive learning.

(a)

(b)

(c)

(d)
Figure 8. Qualitative results to visualize the 3D detection results.
For each case, the text prompts and input point-clouds are shown
on the left and the results are shown on the right. The colors of
bounding boxes correspond to the classes in the text prompts.

simultaneously. We denote these three strategies (point to
image, point to text, and point to both image and text) by -
p2i, -p2t, and -p2it, respectively. Note that OV-3DET-p2i is
biased contrastive learning, whereas OV-3DET-p2t and OV-
3DET-p2it are de-biased contrastive learning. Results are
shown in Tab. 5b, OV-3DET-p2it outperforms the other two
strategies by at least 1.03%, which indicates that: 1) both
OV-3DET-p2i and OV-3DET-p2t contribute to cross-modal
connection. 2) OV-3DET-p2t (de-biased) is better than OV-
3DET-p2i (biased).

To uncover why the de-biased contrastive learning
works, we visualize the embedding of OV-3DET-p2i, OV-
3DET-p2t, and OV-3DET-p2it via TSNE feature reduction.
As shown in Fig. 7, our findings are: 1) CLIP pre-trained

model does not precisely connect image and text, as their
features are clustered separately. 2) OV-3DET-p2i can con-
nect image and point-cloud. 3) OV-3DET-p2t connects
point-cloud with a local area of text embedding. 4) OV-
3DET-p2it reaches a balance between text and image em-
bedding. Regarding 3), SUN RGB-D and ScanNet only
cover indoor scenes, while LVIS includes both indoor and
outdoor objects, thus the connection between text and point-
cloud should only occur in overlapping indoor objects. Re-
garding 4), since text and image are separated in the fixed
CLIP embedding, and OV-3DET-p2it has to align point-
cloud with both modalities, therefore, OV-3DET-p2it con-
verges to a balance, which avoids biasing to either modality,
thus leading to better results.

4.7. Qualitative Results

To further illustrate how OV-3DET works, we provide
qualitative results in Fig. 8. For each case, we specify
the detection targets by text prompts, and the figures un-
der the text prompts are the input point-clouds, detection
results are displayed to the right of the arrow, where the
color of the predicted bounding box corresponds to the text
prompt. The results demonstrate that OV-3DET is able to
locate and name objects from small (mouse) to large (bed),
and only the objects described in the text are returned. Fur-
ther, if multiple instances of the same category appear in
one point-cloud (pillows in Fig. 8d), all instances can be de-
tected. Moreover, some objects are severely occluded and
only partially visible, OV-3DET can detect them either (toi-
let in Fig. 8c). Nevertheless, we find that the orientation
of predicted bounding box sometimes is not in line with
human intuition (bathtub in Fig. 8c). Comparing the pre-
dicted bounding boxes, the incorrect orientations mostly ap-
pear on occluded or incomplete objects. We further examine
the pseudo 3D bounding boxes and find the same problem.
This phenomenon indicates that occlusions and incomplete
points result in the failure of the orientation calculation.

5. Conclusion

In this paper, we propose an open-vocabulary point-
cloud detector, dubbed OV-3DET, which is capable of local-
izing and naming 3D objects based on arbitrary text descrip-
tions. More importantly, the training of OV-3DET does not
require any 3D human annotations. Specifically, we achieve
this by resorting to well-established 2D pre-trained detec-
tors and vision-language models. More specifically, we first
learn to localize 3D objects from 2D pre-trained detectors,
and then classify the detected objects by connecting text and
point-cloud embeddings. Experiments on ScanNet [7] and
SUN RGB-D [27] demonstrate the effectiveness of the OV-
3DET. We hope that this work will inspire more future re-
search to further explore this area.
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