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Abstract

Based on the weight-sharing mechanism, one-shot NAS methods train a supernet and then inherit the pre-trained weights to evaluate sub-models, largely reducing the search cost. However, several works have pointed out that the shared weights suffer from different gradient descent directions during training. And we further find that large gradient variance occurs during supernet training, which degrades the supernet ranking consistency. To mitigate this issue, we propose to explicitly minimize the gradient variance of the supernet training by jointly optimizing the sampling distributions of PAth and DAta (PA&DA). We theoretically derive the relationship between the gradient variance and the sampling distributions, and reveal that the optimal sampling probability is proportional to the normalized gradient norm of path and training data. Hence, we use the normalized gradient norm as the importance indicator for path and training data, and adopt an importance sampling strategy for the supernet training. Our method only requires negligible computation cost for optimizing the sampling distributions of path and data, but achieves lower gradient variance during supernet training and better generalization performance for the supernet, resulting in a more consistent NAS. We conduct comprehensive comparisons with other improved approaches in various search spaces. Results show that our method surpasses others with more reliable ranking performance and higher accuracy of searched architectures, showing the effectiveness of our method. Code is available at https://github.com/ShunLu91/PA-DA.

1. Introduction

Neural architecture search (NAS) aims to automate the process of designing architectures. Conventional NAS methods \cite{2,58} separately train each sub-model to guide the controller for better architectures, demanding prohibitive computational complexity. ENAS \cite{34} explores the weight-sharing mechanism across sub-models and One-Shot NAS \cite{3} proposes to train a supernet to share weights for sub-models to achieve higher efficiency. Later on, many follow-ups \cite{9,18,30,49} adopt this vein to perform NAS.

Though the weight-sharing mechanism greatly improves NAS efficiency, many works \cite{19,20,41,50,53,56,57} point out that the shared weights suffer from different gradient descent directions in different sub-models, leading to large gradient variance and poor ranking consistency. To mitigate this issue, they \cite{20,41,56,57} propose to maintain multi-copies of supernet weights to decrease the weight-sharing extent, manually elaborate a better path sampling strategy \cite{9,50}, or introduce additional loss regularizations \cite{19,50,53}. However, they typically require multiple computation burdens for the supernet training and obtain unsatisfying results, motivating us to explore a better solution.

Notice that significant efforts \cite{13,17,22,36,38,40} have been dedicated to reducing the variance of the stochastic gradient descent (SGD) for minimizing finite sums. Many works \cite{1,5,16,23,25,45,55} focus on optimizing the data sampling distribution to reduce the gradient variance (GV) for training deep models. These methods generally enjoy faster convergence and better generalization performance, inspiring us to improve the supernet training from the perspective of gradient variance reduction.

We conduct a toy experiment on NAS-Bench-201 \cite{15} using CIFAR-10 to investigate the GV for the supernet training. We use SPOS \cite{18} algorithm to train the supernet and gradually increase the candidate operations on each edge to change the weight-sharing extent. We record the average GV of all candidate operation weights during training and evaluate the supernet performance by measuring the ranking results of the same 64 sub-models (corresponding to the smallest search space with 2 candidate operations on
6 edges). As illustrated in Fig.1(a), with more sub-models sharing weights from the supernet, GV becomes larger and the ranking consistency becomes worse. These results indicate that a larger GV during training harms the supernet ranking consistency, which prompts us to reduce the GV to improve the supernet performance.

In this paper, we aim to reduce the supernet GV during training to improve the convergence rate and generalization performance. We first theoretically derive the relationship between the supernet GV and the sampling distributions of path and data. Then we explicitly minimize the GV by optimizing the sampling distributions. We find that the optimal sampling probability is proportional to the normalized gradient norm of path and training data. Thus we use the normalized gradient norm as the importance indicator and adopt an importance sampling strategy for path and data. During the supernet training, we propose to explicitly minimize the GV by optimizing the sampling distributions. We find that the optimal sampling probability is proportional to the normalized gradient norm of path and training data. Thus we use the normalized gradient norm as the importance indicator and adopt an importance sampling strategy for path and data. During the supernet training, we propose to explicitly minimize the GV by optimizing the sampling distributions. We find that the optimal sampling probability is proportional to the normalized gradient norm of path and training data. Thus we use the normalized gradient norm as the importance indicator and adopt an importance sampling strategy for path and data. During the supernet training, we propose to explicitly minimize the GV by optimizing the sampling distributions. We find that the optimal sampling probability is proportional to the normalized gradient norm of path and training data. Thus we use the normalized gradient norm as the importance indicator and adopt an importance sampling strategy for path and data.

In summary, our contributions are as follows:

- We validate that the weight-sharing mechanism for supernet training induces large GV, harming the supernet performance and worsening its ranking consistency.
- By deriving the relationship between the supernet GV and sampling distributions, we propose to explicitly minimize the GV by jointly optimizing path and data sampling distributions during supernet training. We reveal that the optimal sampling probability is proportional to the normalized gradient norm of path and data, and adopt an importance sampling for them during the supernet training.
- Our method only requires negligible computation to perform the importance sampling for path and data, and does not need tediously hyper-parameter tuning. We obtain the highest Kendall’s Tau [39] 0.713 on NAS-Bench-201 and achieve superior performance on DARTS and ProxylessNAS search spaces.

2. Related Work

2.1. One-Shot Neural Architecture Search

Early NAS methods [2, 58] are time-consuming due to the training of each sub-model from scratch. ENAS [34] leverages the weight-sharing mechanism to share weights across sub-models, greatly speeding up the NAS process. One-Shot NAS [3] proposes to train the supernet using the path dropout technique and then conduct the architecture search by inheriting the pre-trained supernet weights to sub-models for fast evaluation. Follow-up works can be roughly divided into gradient-based approaches [8, 30, 31, 49] and sampling-based methods [7, 18, 42, 51]. Gradient-based approaches relax the architectural parameters to be continuous and jointly optimize the architectural parameters and supernet weights using the gradient descent, which requires multiple memory costs and often suffers from instability. While sampling-based methods train the supernet weights by sampling different paths (i.e., sub-models) and only optimize one path at each training step, which is more efficient and robust in practice. For example, the widely used SPOS [18] algorithm adopts a uniform sampling strategy to sample path and training data during the supernet training. In this work, we focus on the sampling-based one-shot NAS methods and utilize SPOS as our baseline.

2.2. Improved Sampling-based One-Shot NAS

To enhance the consistency of one-shot NAS, some works [20, 41, 56, 57] maintain multiple copies of supernet weights to decrease the weight-sharing extent. They focus on how to split the supernet and how to select appropriate weights for a sampled sub-model, again complicating the supernet training. Several works try to seek a more reasonable gradient direction for better convergence. NSAS [53] utilizes the loss regularization to prevent the performance of other sub-models from degrading and SUMNAS [19] computes the reptile gradient during supernet training. Both of them are motivated by multi-model forgetting and consume multiple computations during training. Other works manually elaborate a better path sampling strategy to handle this issue. FairNAS [10] samples and trains candidate operations without replacement and accumulate the gradients until all of them are activated, ensuring strict fairness to benefit the supernet training. MAGIC-AT [50] increases the gradient similarity between sampled architectures by substituting only one candidate operation across consecutively sampled paths and employing an alignment loss for supernet training. They require lots of human experience and more computation resources. In this work, we optimize the sampling distributions of path and data according to the normalized gradient norm, thus maintaining the efficiency and improving the consistency of one-shot NAS without the need for complex manual design.
2.3. Variance Reduction

Many approaches [13, 17, 22, 36, 38, 40] achieve linear convergence on empirical risk minimization problems by reducing the variance of SGD. They enjoy faster convergence and better generalization performance than vanilla SGD. Other works [1, 5, 16, 23, 25, 45, 55] optimize the data sampling distribution during training to reduce the stochastic gradient variance. They [33, 55] derive a clear relationship that the optimal sampling distribution is proportional to the per-sample gradient norm efficiently. Our work is motivated by these methods. Differently, we focus on sampling different paths for supernet training using the normalized gradient norm, which can be efficiently acquired across mini-batches. Besides, we utilize the approximation from [25] to perform an importance sampling for training data during the supernet optimization.

3. Method

3.1. Sampling-based One-Shot NAS

One-Shot NAS [3, 34] has recently become mainstream due to its efficiency and simplicity. Particularly, sampling-based one-shot NAS approaches [9, 18] demonstrate superior performance in searching for top-performing architectures. These methods generally have two stages, i.e., supernet training and sub-model searching.

In the first stage, a supernet \(\mathcal{N}\) with weights \(\mathcal{W}\) is built by encoding the whole search space \(\mathcal{A}\). During training, a sub-model \(\alpha\) is sampled according to the discrete distribution \(\mathbf{p}(\mathcal{A})\) and we only train the weights \(\mathcal{W}_\alpha\) included in the sampled sub-model at each step. We aim to obtain the optimal supernet weights \(\mathcal{W}^*\) by iteratively sampling and training the sampled sub-models with the training loss \(\mathcal{L}\),

\[
\mathcal{W}^* = \arg\min_{\mathcal{W}} \mathbb{E}_{(x,y) \sim \mathbf{q}(\mathcal{D}_T)} [\mathcal{L}(\mathcal{N}(x, \alpha; \mathcal{W}_\alpha), y)] \tag{1}
\]

where \((x, y)\) is sampled from the training dataset \(\mathcal{D}_T\) according to the distribution \(\mathbf{q}(\mathcal{D}_T)\).

In the second stage, we inherit the optimal supernet weights \(\mathcal{W}^*\) for each sub-model to efficiently evaluate their performance \(\mathcal{P}\) on the validation dataset \(\mathcal{D}_V\). A heuristic search algorithm is often applied to search for the top-performing sub-model \(\alpha^*\),

\[
\alpha^* = \arg\max_{\alpha \in \mathcal{A}} \mathbb{E}_{(x,y) \sim \mathbf{q}(\mathcal{D}_V)} [\mathcal{P}(\mathcal{N}(x, \alpha; \mathcal{W}^*), y)] \tag{2}
\]

The performance of each sub-model is measured using the supernet weights, thus the supernet ranking consistency becomes essential for the ultimate NAS performance. We try to reduce the supernet gradient variance during training to improve the supernet convergence and ranking consistency. We propose to jointly optimize the sampling distributions of \(\mathbf{p}(\mathcal{A})\) and \(\mathbf{q}(\mathcal{D}_T)\) during the supernet training, which implies a bi-level optimization problem with \(\mathcal{W}\) as the upper-level variable and \(\mathbf{p}, \mathbf{q}\) as the lower-level variable

\[
\mathcal{W}^* = \arg\min_{\mathcal{W}} \mathbb{E}[\mathcal{L}(\mathcal{N}(x, \alpha; \mathcal{W}_\alpha), y)]
\]

\[
\begin{aligned}
\alpha &\sim \mathbf{p}^*(\mathcal{A}), \quad (x, y) \sim \mathbf{q}^*(\mathcal{D}_T), \\
\mathbf{p}^* &\equiv \arg\min_{\mathbf{p}} \mathbb{E}[d(\mathbf{p})], \\
\mathbf{q}^* &\equiv \arg\min_{\mathbf{q}} \mathbb{E}[d(\mathbf{q})]
\end{aligned}
\tag{3}
\]

where \(d(\mathbf{p})\) and \(d(\mathbf{q})\) are the gradient variance function regarding the path and data sampling distributions. In the following, we introduce how to derive their relationship and alternatively optimize both sampling distributions.

3.2. Path Importance Sampling

For the sake of simplicity, we first explain how to seek the optimal \(\mathbf{p}^*\) with the data sampling distribution \(\mathbf{q}\) fixed. Given total training steps \(N\), we can re-formulate the expectation in Eq.1 as below

\[
\mathcal{W}^* = \arg\min_{\mathcal{W}} \sum_{i=1}^{N} p_i \mathcal{L}(\mathcal{N}(x_i, \alpha_i; \mathcal{W}_\alpha), y_i) \tag{4}
\]

At \(i\)-th training step, when we sample a sub-model \(\alpha_i\) from the distribution \(\mathbf{p}(\mathcal{A})\) with the probability \(p_i\), the resulting stochastic gradient is given by

\[
d_i(p_i) = \frac{1}{Np_i} \nabla_{\mathcal{W}} \mathcal{L}(\mathcal{N}(x_i, \alpha_i; \mathcal{W}_\alpha), y_i) \tag{5}
\]

where the scaling factor \((Np_i)^{-1}\) ensures the gradient \(d_i(p_i)\) is an unbiased approximation of the true quantity. While in previous works [9, 18] using the uniform sampling strategy, the sampling probability of \(\alpha_i\) is \(p_i = \frac{1}{N}\). We expect to minimize the gradient variance in Eq.5 by optimizing the sampling distribution \(\mathbf{p}\), which can be formulated as the following optimization problem

\[
\min_{\mathbf{p}} \mathbb{E}[d(\mathbf{p})] = \mathbb{E}[d^T d] - \mathbb{E}[d^T] \mathbb{E}[d] \tag{6}
\]

By introducing Eq.5 into Eq.6, we have

\[
\mathbb{E}[d^T d] = \sum_{i=1}^{N} p_i \frac{1}{N^2 p_i^2} \| \nabla_{\mathcal{W}} \mathcal{L}(\mathcal{N}(x_i, \alpha_i; \mathcal{W}_\alpha), y_i) \|^2
\]

\[
\mathbb{E}[d] = \sum_{i=1}^{N} p_i d_i = \frac{1}{N} \sum_{i=1}^{N} \nabla_{\mathcal{W}} \mathcal{L}(\mathcal{N}(x_i, \alpha_i; \mathcal{W}_\alpha), y_i) \tag{7}
\]
We can see that $\mathbb{E}[d]$ is independent of the path sampling distribution $p$, so we can reformulate the problem in Eq. 6 as a constrained optimization problem

$$\min_p \sum_{i=1}^N \frac{1}{N^2} p_i \|\nabla_W \mathcal{L}(\mathcal{N}(x_i, \alpha_i; W_{\alpha_i}), y_i)\|^2$$

s.t. $\sum_{i=1}^N p_i = 1$ and $p_i \geq 0 \quad \forall i = 1, 2, \ldots N$

Since each $\|\nabla_W \mathcal{L}(\mathcal{N}(x_i, \alpha_i; W_{\alpha_i}), y_i)\|^2 \geq 0$, the optimal sampling probability $p_i$ must satisfy the inequality constraint and thus we can only consider the equality constraint. By introducing the Lagrangian multiplier $\lambda$, we have the Lagrangian function $\Psi(p, \lambda)$ as below

$$\Psi(p, \lambda) = \sum_{i=1}^N \frac{1}{N^2} p_i \|\nabla_W \mathcal{L}(\mathcal{N}(x_i, \alpha_i; W_{\alpha_i}), y_i)\|^2 + \lambda(\sum_{i=1}^N p_i - 1)$$

By setting $\frac{\partial \Psi(p, \lambda)}{\partial p_i} = 0$, we can get

$$p_i = \frac{\|\nabla_W \mathcal{L}(\mathcal{N}(x_i, \alpha_i; W_{\alpha_i}), y_i)\|}{N\sqrt{\lambda}}$$

Applying the equality constraint, we have $\sqrt{\lambda} = \sum_{i=1}^N \frac{\|\nabla_W \mathcal{L}(\mathcal{N}(x_i, \alpha_i; W_{\alpha_i}), y_i)\|}{N}$, and further derive the optimal sampling distribution $p^*$ when

$$p^*_i = \frac{\|\nabla_W \mathcal{L}(\mathcal{N}(x_i, \alpha_i; W_{\alpha_i}), y_i)\|}{\sum_{i=1}^N \|\nabla_W \mathcal{L}(\mathcal{N}(x_i, \alpha_i; W_{\alpha_i}), y_i)\|}$$

Consequently, we can conclude that the optimal path sampling probability $p^*_i$ is proportional to the normalized gradient norm of the sub-model $\alpha_i$, saying that sampling the sub-model with a larger gradient norm can reduce the GV for the supernet training.

In practice, we measure the gradient norm of the sub-model $\alpha_i$ as the sum of the gradient norm of its contained candidate operations and use the normalized gradient norm of each candidate operation as their sampling probability. We calculate the gradient norm after backward and update the sampling probability after each epoch. Hence, our optimization for the path sampling distribution $p$ only requires negligible computation and is particularly efficient.

### 3.3. Data Importance Sampling

Now we consider the optimal data sampling distribution $q^*$ with the path distribution $p$ fixed. The solution for the $q^*$ is off-the-shelf as in previous works [1, 33, 55]. They have demonstrated that sampling training data according to their normalized gradient norm is helpful to reduce GV for deep models training, which can be formally expressed as

$$q^*_i \propto \|\nabla_W \mathcal{L}(\mathcal{N}(x_i, \alpha_i; W_{\alpha_i}), y_i)\|$$

However, computing the per-sample gradient norm is computationally prohibitive, especially in the context of training deep models, where common deep learning frameworks generally provide the average gradient in a batch-wise manner instead of per-sample-wise. Several works [21, 24, 25, 52] have delved into this problem and [25] designs an efficient method to approximate the upper bound of the gradient norm for each training data. Specifically, they propose that the gradient of the loss function regarding the pre-activation outputs of the last layer $\nabla_L$ can be deemed an effective estimate of the upper bound, that is

$$\sup_{x_i, y_i} \{|\nabla_W \mathcal{L}(\mathcal{N}(x_i, \alpha_i; W_{\alpha_i}), y_i)|\} \leq \nabla_L$$

In this way, we can easily measure the importance of each training data by accessing their upper bound. Take the im-
age classification task as an example, the pre-activation outputs of the last layer $y_L$ are usually followed by a softmax layer. When using the cross-entropy loss, we can derive the gradient expression for $\nabla L$ in advance and conveniently compute it during training as below

$$\nabla L = \text{softmax}(y_L) - \mathbb{1}(y_i) \quad (13)$$

The above computation only requires an additional line of code and can be efficiently executed in a mini-batch manner. Therefore, we use this approximation to estimate the importance of training data and adopt the normalized results to update the sampling distribution $q$ after each epoch.

### 3.4. Importance Sampling NAS

Our method aims to improve the supernet ranking consistency by reducing the gradient variance during training. We propose a novel and effective importance-based sampling strategy for training the supernet, including path importance sampling and data importance sampling. Though we fix one of the sampling distributions in the above derivation, we jointly optimize them in practice. We summarize our supernet training algorithm in Algo.1.

**PAth Importance Sampling (PA)** Following the derived relationship in Eq.10, we record and accumulate the gradient norm of each candidate operation as their importance and update the sampling distribution after each epoch. To handle those parameter-free operations and avoid the meaningless gradient information at early epochs, we employ a smoothing parameter $\delta$ to add our importance sampling distribution and the uniform sampling distribution. We simply linearly increase $\delta$ from 0 to 1 during training and provide a discussion about other changing schemes in our experiments.

**DAta Importance Sampling (DA)** We use the upper bound in Eq.13 as the importance indicator for our training data. After each epoch, we utilize the normalized importance to update the data sampling distribution and adopt an importance sampling strategy with replacement to sample the training indices for the coming epoch. Note that if a training instance is not sampled in the current epoch, it will have zero gradient norm in the update, leading to zero sampling probability. Analogously, we use a smoothing parameter $\tau$ to add our importance sampling distribution and the uniform sampling distribution together to tackle the above problem. We linearly increase $\tau$ from 0 to 1 during training and compare other strategies in our ablation studies.

### 4. Experiments

To demonstrate the effectiveness of PA&DA in reducing gradient variance during supernet training, we conduct two types of evaluations. The first is developed on the NAS-Bench-201 [15] using the CIFAR-10 dataset [26] and we provide a comprehensive ranking comparison with other methods. The second type is based on the widely-used public search spaces DARTS [30] and ProxylessNAS [4], using CIFAR-10 and ImageNet [27] datasets, respectively. We conduct an architecture search on these search spaces and compare our search performance with other state-of-the-art methods. At the end of this section, we further provide extensive ablation studies to analyze our method in depth.

#### 4.1. Evaluation of Supernet Ranking Consistency

**Search Space** NAS-Bench-201 [15] is a popular NAS benchmark and provides the training and test performance of CIFAR-10, CIFAR-100, and ImageNet-16 for each sub-model in this search space. Sub-models are composed of repeated stacking cells with the same structures. Each cell has four nodes and six edges, and each edge has five candidate operations, leading to $5^6$ architectures in total.

**Settings** We construct the supernet with default settings as NAS-Bench-201 and train it on the CIFAR-10 dataset. The smoothing parameters $\delta$ and $\tau$ are linearly increased from 0 to 1. We employ total training epochs of 256 with a mini-batch size of 256. The SGD optimizer is adopted with an initial learning rate of 0.05, a momentum of 0.9, and a cosine decay strategy. After training the supernet, we evaluate the performance of all sub-models on the test dataset by inheriting the pre-trained supernet weights.

---

**Algorithm 1** Supernet training algorithm of PA&DA

**Input:** Input training data $D_T$, supernet $\mathcal{N}$ with weights $W$, training epochs $n_{\text{epochs}}$, training steps $n_{\text{steps}}$ per epoch.

**Output:** Optimized supernet weights $W^*$.

1. for $j = 1$ to $n_{\text{epochs}}$ do
2.   for $k = 1$ to $n_{\text{steps}}$ do
3.     Sample a path based on the distribution $p(A)$;
4.     Sample a mini-batch training data based on the distribution $q(D_T)$;
5.     Train supernet weights $W$ by gradient descent;
6.     Record gradient norm of the sampled path after back-propagation;
7.     Approximate and record gradient norm of the sampled data using Eq.13.
8.   end for
9.   Linearly increase smoothing parameters $\delta$ and $\tau$;
10. Update the path sampling distribution $p(A)$ according to Eq.10 and add it to uniform distribution;
11. Update the data sampling distribution $q(D_T)$ according to Eq.11 and add it to uniform distribution;
12. end for
Table 1. Ranking results on NAS-Bench-201. Cost: we report the supernet training time in terms of the GPU hours. †: they did not release code thus we implement them following their paper strictly. Few-Shot-25 and GM-8 denote splitting the one-shot supernet into 25 and 8 sub-supernets, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cost</th>
<th>KT</th>
<th>P@Top5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPOS [18]</td>
<td>1.6</td>
<td>0.639 ± 0.030</td>
<td>0.211 ± 0.168</td>
</tr>
<tr>
<td>FairNAS† [9]</td>
<td>5.4</td>
<td>0.541 ± 0.023</td>
<td>0.160 ± 0.034</td>
</tr>
<tr>
<td>Magic-AT† [50]</td>
<td>4.4</td>
<td>0.547 ± 0.059</td>
<td>0.019 ± 0.011</td>
</tr>
<tr>
<td>NSAS [53]</td>
<td>14.6</td>
<td>0.653 ± 0.051</td>
<td>0.064 ± 0.028</td>
</tr>
<tr>
<td>SUMNAS† [19]</td>
<td>22.6</td>
<td>0.505 ± 0.039</td>
<td>0.145 ± 0.061</td>
</tr>
<tr>
<td>Few-Shot-25 [56]</td>
<td>18.6</td>
<td>0.696</td>
<td>-</td>
</tr>
<tr>
<td>GM†-8 [20]</td>
<td>18.0</td>
<td>0.656 ± 0.011</td>
<td>0.153 ± 0.006</td>
</tr>
<tr>
<td>CLOSE [57]</td>
<td>2.5</td>
<td>0.643 ± 0.050</td>
<td>0.031 ± 0.021</td>
</tr>
<tr>
<td>PA&amp;DÁ</td>
<td>1.8</td>
<td>0.713 ± 0.002</td>
<td>0.301 ± 0.018</td>
</tr>
</tbody>
</table>

Figure 3. Our best searched cells in the DARTS search space.

Table 1. Ranking results on NAS-Bench-201. Cost: we report the supernet training time in terms of the GPU hours. †: they did not release code thus we implement them following their paper strictly. Few-Shot-25 and GM-8 denote splitting the one-shot supernet into 25 and 8 sub-supernets, respectively.

Results We summarize the results in Tab.1. The regularization-based or manually-designed methods such as FairNAS, Magic-AT, and SUMNAS not only consume more training time but also perform worse than SPOS. NSAS obtains higher KT but lower P@Top5% and spends nearly an order of magnitude more training time than SPOS. Although the splitting methods such as Few-Shot-NAS, GM, and CLOSE achieve better KT, they generally need several more times more cost than SPOS. In contrast, PA&DÁ only requires 0.2 more GPU hours than SPOS and reaches the highest KT and P@Top5% when compared with others, demonstrating that our training paradigm is effective and beneficial to improving the supernet ranking consistency.

4.2. Search Performance on CIFAR-10

Search Space We use the CIFAR-10 dataset to search for superior cells in the DARTS [30] search space. The supernet is composed of six normal cells and two reduction cells. Normal cells process the feature map without down-sampling, while reduction cells perform down-sampling on the feature map with stride = 2 and are located at the 1/3 and 2/3 of the total depth of the supernet. Each cell consists of seven nodes with four intermediate nodes and fourteen edges with eight candidate operations on each edge. We search for the most two powerful operations for each edge to get the final searched cell.

Settings We follow the settings in NSAS [53] to combine our method with RandomNAS [28]. We use the SGD optimizer with momentum 0.9 and weight decay 3e-4 to train the supernet for 50 epochs. The initial learning rate is 0.025 and is then decayed to 0.001 by a cosine strategy. After the supernet training, we randomly search for 60 rounds and evaluate 100 sub-models at each round to select the most promising architecture. By re-training the searched architecture, we compare the top-1 classification accuracy with other methods. We visualize the best searched cell in Fig.3, and provide other cells and re-training details in our Supp.

Results We report the best and average test accuracy from repeated experiments with three random seeds in Tab.2. As can be seen, our method achieves the highest average test accuracy 97.52 ± 0.07, surpassing the original DARTS and its advanced variants. When compared with other improved one-shot NAS methods such as NSAS, Few-ShotNAS, GM, and CLOSE, our method consistently outperforms them with the least search cost.

Our best cells are shown in Fig.3. We can observe that both the normal cell and the reduction cell have the skip_connect operation from the input nodes, leading to a residual link with other operations. As pointed out in [44], such a ResNet-style residual link is helpful for achieving state-of-the-art performance, demonstrating that our method excels in identifying excellent architectures.

4.3. Search Performance on ImageNet

Search Space We use the chain-like search space as proposed in ProxylessNAS [4], including 21 searchable layers in the supernet. We search for lightweight MobileNet [37] blocks by exploring the kernel sizes {3, 5, 7} and expansion rates {3, 6} for the searchable blocks. A searchable skip_connect is added for the blocks without down-sampling, leading to 7 or 6 candidate operations per layer.

Settings We utilize our method to train the supernet on 8 GPU cards for 120 epochs, with a total batch size of 2048. SGD optimizer is adopted with the weight decay 4e-5 and momentum 0.9. The initial learning rate is 0.5 and is decayed to 5e-4 by a cosine strategy. After training the supernet, we use an evolutionary search algorithm to search for top-performing architectures with the FLOPs constraint 400 M. The evolutionary search lasts for 20 epochs in total. At each epoch, we maintain a population with 50 sub-models,
<table>
<thead>
<tr>
<th>Method</th>
<th>Test Accuracy</th>
<th>Parameters</th>
<th>Search Cost</th>
<th>Search Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best(%)</td>
<td>Average(%)</td>
<td>(M)</td>
<td>(GPU Days)</td>
</tr>
<tr>
<td>NASNet-A [59]</td>
<td>97.35</td>
<td>-</td>
<td>3.3</td>
<td>1,800</td>
</tr>
<tr>
<td>ENAS [34]</td>
<td>97.11</td>
<td>-</td>
<td>4.6</td>
<td>0.5</td>
</tr>
<tr>
<td>DARTS [30]</td>
<td>-</td>
<td>97.00 ± 0.14</td>
<td>3.3</td>
<td>0.4</td>
</tr>
<tr>
<td>GDAS [14]</td>
<td>97.07</td>
<td>-</td>
<td>3.4</td>
<td>0.3</td>
</tr>
<tr>
<td>RandomNAS [28]</td>
<td>-</td>
<td>97.15 ± 0.08</td>
<td>4.3</td>
<td>2.7</td>
</tr>
<tr>
<td>DARTS-PT [46]</td>
<td>97.52</td>
<td>97.39 ± 0.08</td>
<td>3.0</td>
<td>0.8</td>
</tr>
<tr>
<td>BaLeNAS [54]</td>
<td>-</td>
<td>97.50 ± 0.07</td>
<td>3.8</td>
<td>0.6</td>
</tr>
<tr>
<td>AGNAS [42]</td>
<td>97.54</td>
<td>97.47 ± 0.003</td>
<td>3.6</td>
<td>0.4</td>
</tr>
<tr>
<td>ZARTS [47]</td>
<td>-</td>
<td>97.46 ± 0.07</td>
<td>3.7</td>
<td>1.0</td>
</tr>
<tr>
<td>GDAS-NSAS [53]</td>
<td>97.27</td>
<td>-</td>
<td>3.5</td>
<td>0.4</td>
</tr>
<tr>
<td>RandomNAS-NSAS [53]</td>
<td>-</td>
<td>97.36</td>
<td>3.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Few-Shot-NAS† [56]</td>
<td>-</td>
<td>97.42</td>
<td>97.37 ± 0.06</td>
<td>3.8</td>
</tr>
<tr>
<td>GM [20]</td>
<td>97.60</td>
<td>97.51 ± 0.08</td>
<td>3.7</td>
<td>2.7</td>
</tr>
<tr>
<td>CLOSE [57]</td>
<td>-</td>
<td>97.28 ± 0.04</td>
<td>4.1</td>
<td>0.6</td>
</tr>
<tr>
<td>PA&amp;DA</td>
<td>97.66</td>
<td>97.52 ± 0.07</td>
<td>3.9</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 2. Comparison with other state-of-the-art methods on the CIFAR-10 dataset using DARTS search space. We report the best and average test accuracy of repeated experiments. †: reported by GM [20].

<table>
<thead>
<tr>
<th>Method</th>
<th>Params.</th>
<th>FLOPs</th>
<th>Top-1 (%)</th>
<th>Top-5 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AmoebaNet-A [35]</td>
<td>5.1</td>
<td>555</td>
<td>74.5</td>
<td>92.0</td>
</tr>
<tr>
<td>MnasNet-A1 [43]</td>
<td>3.9</td>
<td>312</td>
<td>75.2</td>
<td>92.5</td>
</tr>
<tr>
<td>PNAS [29]</td>
<td>5.1</td>
<td>588</td>
<td>74.2</td>
<td>91.9</td>
</tr>
<tr>
<td>TNASP-C [32]</td>
<td>5.3</td>
<td>497</td>
<td>75.8</td>
<td>92.7</td>
</tr>
<tr>
<td>DA-NAS [12]</td>
<td>-</td>
<td>389</td>
<td>74.6</td>
<td>-</td>
</tr>
<tr>
<td>SPOS [18]</td>
<td>5.4</td>
<td>472</td>
<td>74.8</td>
<td>-</td>
</tr>
<tr>
<td>FBNet-C [48]</td>
<td>5.5</td>
<td>375</td>
<td>74.9</td>
<td>-</td>
</tr>
<tr>
<td>ProxylessNAS [4]</td>
<td>7.1</td>
<td>465</td>
<td>75.1</td>
<td>92.3</td>
</tr>
<tr>
<td>FairNAS-A [9]</td>
<td>4.6</td>
<td>388</td>
<td>75.3</td>
<td>-</td>
</tr>
<tr>
<td>MAGIC-AT [50]</td>
<td>6.0</td>
<td>598</td>
<td>76.8</td>
<td>93.3</td>
</tr>
<tr>
<td>Few-Shot NAS [56]</td>
<td>4.9</td>
<td>521</td>
<td>75.9</td>
<td>-</td>
</tr>
<tr>
<td>GM [20]</td>
<td>4.9</td>
<td>530</td>
<td>76.6</td>
<td>93.0</td>
</tr>
<tr>
<td>PA&amp;DA</td>
<td>5.3</td>
<td>399</td>
<td>77.3</td>
<td>93.5</td>
</tr>
</tbody>
</table>

Table 3. Comparison with other state-of-the-art methods on the ImageNet dataset using the ProxylessNAS search space.

Results The performance comparison is summarized in Tab.3. Our PA&DA surpasses DA-NAS and FairNAS-A with a bit more FLOPs. When compared with SPOS or other improved one-shot NAS methods such as ProxylessNAS, MAGIC-AT, Few-Shot NAS, and GM, our searched architecture is smaller and obtains the highest top-1 accuracy 77.3, suffice to demonstrate the efficacy of our method.

4.4. Ablation Studies

Effect of batch size As larger batch sizes (BS) can stabilize the training of deep models with lower GV, we use the SPOS [18] to ablation BS from 16 to 512 to validate this phenomenon during supernet training. To ensure sufficient convergence, we use double epochs for BS 512. As shown in Fig.5(a), GV decreases and KT increases monotonically as BS becomes larger, and BS 512 obtains the best KT 0.670 ± 0.029. This further confirms that lower GV benefits the supernet training, which exactly meets our idea. However, PA&DA does not require more epochs than BS 512 and gets higher KT, thus is more efficient and effective.

Effect of schedules for smoothing parameters To preload data indices for efficiency, we update the sampling probability of DA after each epoch. We explore two changing styles for \( \tau \): linearly decrease and increase, and evaluate the distribution granularity sample-wise or class-wise in Tab.4. Notice that using a sample-wise distribution and linearly increasing \( \tau \) yields the best result. As for PA, we investigate the update frequency for the sampling distribution and also two changing styles for \( \delta \). Results show that updating the sampling probability per epoch and linearly increasing \( \delta \) is better. Both results suggest a linearly increase schedule for smoothing parameters, showing that the importance sampling is preferable in the late of training.

Effect of DA and PA We conduct the ablation study for DA and PA in Tab.5. When DA and PA are both disabled, our method degenerates to the baseline method SPOS [18]. When either one is applied, we can obtain higher KT and P@Top5%. Furthermore, both modules cooperate well with
To show the benefit of PA&DA for reducing GV during supernet training, we compare PA&DA with the baseline method SPOS [18] on CIFAR-10, CIFAR-100, and ImageNet-16-120 datasets using NAS-Bench-201 [15]. We repeat the experiments with three different seeds and record the supernet GV of each epoch in Fig.4. As the training goes on and smoothing parameters linearly increases, the original uniform sampling strategy for path and data gradually shifts to the biased sampling, making PA&DA achieve lower GV than the baseline. Due to this advantage, the supernet trained by PA&DA obtains higher ranking consistency in three datasets as shown in Fig.4(d).

5.2. Trainability of Paths from PA

As analyzed above, PA plays a more critical role than DA. To explore its key advantage, we adopt the trainability from TE-NAS [6] to measure the sampled path at each training step. Results are shown in Fig.5(b). We can see that the sampled path of PA constantly enjoys a higher trainability than the baseline, especially at the end of the training, which explains the faster convergence and better generalization performance from PA.

6. Conclusion

In this work, we reduce the gradient variance for the supernet training by jointly optimizing the path and data sampling distributions to improve the supernet ranking consistency. We derive the relationship between the gradient variance and the sampling distributions and use the normalized gradient norm to update both distributions. Extensive experiments demonstrate the effectiveness of our method. In the future, we will further explore more effective methods to reduce gradient variance for supernet training.
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