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Abstract

Contrastive visual language pretraining has emerged as
a powerful method for either training new language-aware
image encoders or augmenting existing pretrained models
with zero-shot visual recognition capabilities. However,
existing works typically train on large datasets of image-
text pairs and have been designed to perform downstream
tasks involving only small to medium sized-images, neither
of which are applicable to the emerging field of computa-
tional pathology where there are limited publicly available
paired image-text datasets and each image can span up to
100,000 x 100,000 pixels. In this paper we present MI-
Zero, a simple and intuitive framework for unleashing the
zero-shot transfer capabilities of contrastively aligned im-
age and text models on gigapixel histopathology whole slide
images, enabling multiple downstream diagnostic tasks to
be carried out by pretrained encoders without requiring any
additional labels. MI-Zero reformulates zero-shot trans-
fer under the framework of multiple instance learning to
overcome the computational challenge of inference on ex-
tremely large images. We used over 550k pathology re-
ports and other available in-domain text corpora to pre-
train our text encoder. By effectively leveraging strong pre-
trained encoders, our best model pretrained on over 33k
histopathology image-caption pairs achieves an average
median zero-shot accuracy of 70.2% across three different
real-world cancer subtyping tasks. Our code is available
at: https://github.com/mahmoodlab/MI-Zero.

1. Introduction

Weakly-supervised deep learning for computational
pathology (CPATH) has rapidly become a standard ap-
proach for modelling whole slide image (WSI) data [9, 30,

,71,73]. To obtain “clinical grade” machine learning per-
formance on par with human experts for a given clinical

TThese authors contributed equally to this work.

task, many approaches adopt the following model develop-
ment life cycle: 1) curate a large patient cohort (N > 1000
samples) with diagnostic whole-slide images and clinical
labels, 2) unravel and tokenize the WSI into a sequence of
patch features, 3) use labels to train a slide classifier that
learns to aggregate the patch features for making a predic-
tion, and 4) transfer the slide classifier for downstream clin-
ical deployment [9,43,91].

Successful examples of task-specific model development
(e.g. training models from scratch for each task) include
prostate cancer grading and lymph node metastasis detec-
tion [5,7-9,50,70]. However, this paradigm is intractable
if one wishes to scale across the hundreds of tumor types
across the dozens of different organ sites in the WHO clas-
sification system', with most tumor types under-represented
in public datasets or having inadequate samples for model
development [41, 92]. To partially address these limita-
tions, self-supervised learning has been explored for learn-
ing the patch representations within the WSI with the idea
that certain local features, such as tumor cells, lymphocytes,
and stroma, may be conserved and transferred across tis-
sue types [10, 16,39,40,44,64,77]. Though morphological
features at the patch-level are captured in a task-agnostic
fashion, developing the slide classifier still requires supervi-
sion, which may not be possible for disease types with small
sample sizes. To scale slide classification across the vast
number of clinical tasks and possible findings in CPATH,
an important shift needs to be made from task-specific to
task-agnostic model development.

Recent works [33,55] have demonstrated that large-scale
pretraining using massive, web-sourced datasets of noisy
image-text pairs can not only learn well-aligned represen-
tation spaces between image and language, but also transfer
the aligned latent space to perform downstream tasks such
as image classification. Specifically for CLIP [55], after
pretraining a vision encoder in a task-agnostic fashion, the
vision encoder can be “prompted” with text from the label

Ltumourclassification.iarc.who.int/
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space (referred to as “zero-shot transfer”, as no labeled ex-
amples are used in the transfer protocol). Despite the vol-
ume of zero-shot transfer applications developed for natural
images [21,33,45,49,57,80,82] and certain medical imag-
ing modalities (e.g. radiology [29,60,68,78,90]), zero-shot
transfer for pathology has not yet been studied”. We believe
this is due to 1) the lack of large-scale, publicly available
datasets of paired images and captions in the highly special-
ized field of pathology, and 2) fundamental computational
challenges associated with WSIs, as images can span up to
100, 000 x 100, 000 pixels and do not routinely come with
textual descriptions, bounding box annotations or even re-
gion of interest labels.

In this work, we overcome the above data and compu-
tational challenges and develop the first zero-shot transfer
framework for the classification of histopathology whole
slide images. On the data end, we curated the largest known
dataset of web-sourced image-caption pairs specifically for
pathology. We propose “MI-Zero”, a simple and intuitive
multiple instance learning-based [3, 30] method for utiliz-
ing the zero-shot transfer capability of pretrained visual-
language encoders for gigapixel-sized WSIs that are rou-
tinely examined during clinical practice. We validate our
approach on 3 different real-world cancer subtyping tasks,
and perform multiple ablation experiments that explore im-
age pretraining, text pretraining, pooling strategies, and
sample size choices for enabling zero-shot transfer in MI-
Zero.

2. Related Work

Contrastive visual representation learning. Contrastive
learning has emerged as a powerful pretraining technique
for learning task-agnostic representations of data. It works
by constructing collections of similar samples (positive
pairs) that would have embeddings maximally aligned in
the model’s latent space, as well as dissimilar samples (neg-
ative pairs), for which embeddings should be spread far
apart [14,24,51,93]. Examples from computer vision in-
clude different augmented views of the same unlabeled im-
age [14,25], images with the same class label [20, 37, 83],
and different sensory views of the same scene [67]. In com-
putational pathology, recent works [4,16,39,64,74,77] have
leveraged contrastive learning and unlabeled images from
histopathology datasets to pretrain domain-specific image
encoders that achieve strong performance on downstream
visual recognition tasks compared to transfer learning.

Visual language pretraining. Contrastive learning has also
been shown to be a highly effective and scalable strategy to

2Concurrent to our work, BiomedCLIP [89] was developed using
figure-caption pairs mined from PubMed articles. It was benchmarked on
both patch-level histopathology datasets and radiology datasets, but did not
study zero-shot transfer for gigapixel WSIs.

pretrain dual-encoder image-text models that can excel at
a range of downstream visual recognition tasks. In medi-
cal imaging, ConVIRT [90] considered paired chest X-ray
images and reports for learning aligned visual language rep-
resentation. Later, representative works such as CLIP [56]
and ALIGN [33] showed that by scaling to large, diverse
web-source datasets of paired images and captions, we can
train models capable of exhibiting fairly robust zero-shot
transfer capabilities through the use of prompts that exploit
the cross-modal alignment between image and text learned
by the model during pretraining. Recent methods have ex-
plored ways to improve the sample efficiency and zero-shot
performance of CLIP-like models [21,29,45,49,80,83,86].
Other works have also explored incorporating a generative
loss and masked language modeling loss into the pretrain-
ing objective either in addition to or in lieu of contrastive-
based objectives [17,46,53,59,75,79, 84]. Notably, Vir-
Tex [17] has been used to learn visual representations for
histopathology images using a generative captioning loss
and the ARCH dataset [22] containing 7,562° histopathol-
ogy image-caption pairs from pathology textbooks and
PubMed research articles.

Multiple instance learning. Multiple instance learning
(MIL) [3] refers to a family of methods that considers learn-
ing from weakly-annotated data where each input is a bag
or collection of instances such that only an unknown sub-
set of instances are relevant to or representative of the la-
bel. In CPATH, algorithms based around the framework
of MIL have been proposed for various diagnostic tasks
in a weakly-supervised setting, utilizing trainable aggrega-
tion operators to learn WSI-level embeddings independent
of the size of the bag [9,30]. ABMIL [30] proposed to use
attention-guided weighted averaging as a generic operator
to aggregate instance-level embeddings. CLAM [48] took a
first step towards data-efficient weakly-supervised learning
for WSIs by embedding instances using a frozen ResNet
encoder pretrained on ImageNet. Other variants and ex-
tensions of the vanilla MIL and ABMIL formulations have
been studied [28, 32, 76, 81, 85, 87], including extensions
with self-supervised learning [10, 43, 65, 91], multi-scale

feature aggregation [10,43,69,88], graphs [11,18,42,52,91],

Transformer attention [10, 36, 61], learning to zoom [6, 38,
], and multi-modal fusion [12, 13].

3. Methods

3.1. Image caption dataset.

For this work, we curated a histopathology dataset of
image-caption pairs by scraping from publicly available ed-
ucational resources and incorporating the existing ARCH

3The number differs from [22] due to removing a few empty (“ ),
invalid (e.g. “ (continued) ”) or unpaired captions.
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Figure 1. Illustration of contrasive visual language pretraining (left). Visual and language embeddings are aligned using a cross-modal
contrastive loss. For our experiments, we curated the largest image-caption dataset in pathology consisting of 33,480 pairs. Zero-shot
transfer for image classification (right), which we generalize for slide-level classification using MI-Zero (See Figure 2).

dataset. We perform cleaning and filtering, yielding a
highly diverse dataset of 33,480 image-caption pairs cov-
ering a diverse set of tissue sites and morphologies (See
Supplementary Materials for additional details).

3.2. Unsupervised pretraining of unimodal en-
coders.

While our paired dataset currently represents the largest
of its kind in the domain of histopathology, it is still consid-
erably smaller than what is feasible in the domain of radiol-
ogy (e.g. MIMIC-CXR [34], 217k pairs) and what is used
in representative works in general machine learning (e.g.
LiT [86], 4B pairs, ALIGN [33], 1.8B pairs, CLIP [55],
400M pairs). Therefore, we initialize our encoders using
pretrained weights before aligning their latent space using
paired examples. For the text encoder, we collected a corpus
specific to the domain of pathology, which notably includes
the final diagnosis section of over 550k surgical pathology
reports from Massachusetts General Hospital and over 400k
histopathology-relevant PubMed abstracts. In-house diag-
nostic reports were cleaned and de-identified using regex.
We pretrain a GPT-style autoregressive transformer (fol-
lowing the same architecture as GPT2-medium [57]) as the
text encoder and will refer to it as HistPathGPT hence-
forth. Specifically, given a sequence of 7' word tokens
wy, ..., wr, it is augmented to a sequence of length 7" + 2:
t = ([BOS],wy,...,wr, [EOS]). We maximize the log-

likelihood of each token under an autoregressive generative
model parameterized by ¢:

T+1

Lam(®) ==Y logp(w; | wou—1;6) (1)

t=1

Additionally, we also explore initializing from publicly
available text encoders that have been trained on biomed-
ical and clinical corpora such as PubMed abstracts and
MIMIC [35]. We consider two pretrained models that
fall into this category: BioClinicalBert [2] and PubMed-
Bert [23]. For the image encoder, we explore 2 strategies:
1) initializing from ImageNet pretrained weights, and 2) us-
ing a SOTA publicly available encoder trained using self-
supervised representation learning on a total of 15.5M un-
labeled histopathology image patches [77].

3.3. Aligning vision and language embeddings.

We align the latent space of our visual and language en-
coders using the cross-modal contrastive loss formulated
as a temperature scaled M-way classification [62], where
M is the global batch-size of image-text pairs participat-
ing in the loss computation. Similar or analogous for-
mulations of the contrastive loss are widely used for both
self-supervised representation learning [14,67] and visual-
language pretraining [33, 55, 90]. Given a batch of M
paired image and text samples {(Xm,tm)}m=1,.... 01, f2-
normalized visual and text embeddings are computed via
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the visual and text encoders f(-; ) and g(-; ¢) respectively
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tions of contrastive learning (¢ — t) and ¢ — 1) are viewed
as symmetric and used jointly (with equal weight) to opti-
mize the model during training, where 7 is a temperature
parameter:
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For a batch of M image-text pairs, we see the connec-
tion to the aforementioned M -way classification problem
by interpreting for each image (text), the index of its paired
text (image) as the ground truth “target”, and the remain-
ing M — 1 indices, which correspond to other texts (im-
ages) in the mini-batch as “negatives”. Each direction of
the contrastive loss is then equivalent to using the tempera-
ture scaled cosine similarity scores between embeddings as
predicted logits, and minimizing the cross-entropy loss.

3.4. Zero-shot transfer for image classifcation.

We briefly describe the prompt-based approach to zero-
shot classification popularized by [55]. For each class
of interest, a prompt has two components, the classname
(e.g. "adenocarcinoma") and the template (e.g. "an
image showing {}."), which collectively form the se-
quence of word tokens (e.g. "an image showing
adenocarcinoma.") that are embedded by the trained
text encoder to form the weights of a linear classifier. For-
mally, for an image x, we compute its {5-normalized im-
age embedding u using the image encoder. Given prompts
{tm}m=1,...,c where C is the total number of classes, the
text encoder produces prompt embeddings {Wm}m:L...,C

where w,,, = m. The classification decision of the
model is:
§ = argmaxu’ w,, @)
m

3.5. Zero-shot transfer for gigapixel WSIs.

There are several key challenges in performing zero-shot
transfer for WSIs in the manner described in the previous
section. First, each WSI can span up to 100, 000 x 100, 000
pixels, making it computationally intractable to directly
compute an embedding vector using the image encoder [9].
Second, WSIs are known to be heterogeneous, comprising
various tissue and cell types that can interact to form higher
level architectures of both normal and diseased morpholog-
ical patterns [1,26,27,31]. In light of these challenges we

propose MI-Zero, a zero-shot transfer framework for clas-
sifying WSIs inspired by the success of multiple instance
learning for solving weakly-supervised learning tasks in
computational pathology.

The approach entails first dividing each WSI into smaller
tiles (called instances) more amenable to processing via our
image encoder. We then consider the WSI as a collection
of such instances by adopting either a permutation invari-
ant set-based representation or a graph-based representa-
tion. Specifically, we consider dividing the tissue region of
each WSI into N patches, and compute the ¢s-normalized
embeddings of each patch independently using the image
encoder to obtain {u;};=1.. ~. We note that N is not a
fixed constant, but instead varies depending on how large
each WSI is, and therefore how many patches are obtained.
Following the aforementioned prompt-based classification
approach, we compute scores {s; };=1,... n:
si €RY Q)

Si = uq,T[WhWQw"aWC]a

by measuring the cosine similarity between each patch em-
bedding u; and prompt embeddings {w,, } ;,=1,... ¢ defined
earlier.

In the set-based representation, the set of scores S =
{si}i=1,..., v is directly passed to any permutation invariant
operator h(+) such as the mean operator Ay, eap Or topK max-
pooling operator hopk to produce the slide-level prediction
scores (illustrated in Figure 2):

| X
mean(S) = - ; s; (6)
| [X K T
_ <1 =2 ~C
htopK(S)f? lei,;si,...,Esi 7
where StOpK = {5}i=1,.. i is the set of the K largest

score values from S for class ¢ = 1,...,C. We note that
in principle any permutation invariant pooling operator may
be used here, as long as it is free of any learnable parame-
ters (which are required in many attention-based methods)
given the goal is to perform zero-shot transfer and no pa-
rameter update is allowed. In the graph-based represen-
tation, we take into account the spatial positions of each
patch and build a directed KNN (k-nearest neighbors) graph
G = {M,E&} connecting each patch (node) to its spatial
neighbors, where the value at node i is its scores s;. Given
the graph representation, we spatially smooth (e.g. average)
the score values, by replacing s; with Amean(Sneighbors )
where Speighbors = {8j : j € {i} UN(4)} and N'(¢) = {j :
(i,4) € £} for each node 4 in the graph. We note that this is
equivalent to applying a mean-filter with the receptive field
size covering each patch’s k-nearest neighbors. In principle,
other filters such as the median or Gaussian filter can also
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Figure 2. Schematic of MI-Zero. A gigapixel WSI is converted to a collection of patches (instances), each embedded into an aligned
visual-language latent space. In the set-based representation, the similarity scores between patch embeddings and prompt embeddings
are aggregated via a permutation invariant operator such as topK max-pooling to produce the WSI-level classification prediction. Alter-
natively, a graph-based representation may be used to incorporate spatial context by first aggregating predictions in local neighborhoods

(Section 3.5).

be used, although we choose the simplest option (i.e. the
mean) and leave other options for future exploration. After
spatial smoothing, we then proceed by applying one of the
possible permutation invariant pooling operators to the set
of smoothed scores in the graph, Sgmoothed, and arrive at
the slide-level prediction scores.

4. Experiments and results
4.1. Visual language pretraining.

For our HistPathGPT, we use a custom tokenizer trained
on our dataset using Byte Pair Encoding (BPE) with a vo-
cabulary size of 32,000. We use the hidden state corre-
sponding to the position of the last word token to model
the text embedding. For BioClinicalBert and Pubmed-
Bert we use the publicly available model weights and to-
kenizers as provided and use the [CLS] token as the text
embedding. For the image encoder, by default we con-
sider the SOTA CTransPath [77] (CTP) encoder trained
using self-supervised representation learning on unlabeled
histopathology patches, which has been shown to outper-
form ImageNet-initialized features by a wide margin on a
range of different downstream tasks in CPATH. For all mod-
els, we use a linear projection head to map both the text and
image embeddings into a 512-dimensional latent space for

alignment. We align the representation space of our image
and text encoders using the cross-view contrastive loss for-
mulated in Section 3.3. We first preprocess all images to be
of size 448 x 448 where images too large are first resized to
448 on the short side and then center cropped, while smaller
images are zero-padded if needed. We use simple data aug-
mentation techniques including horizontal and vertical flips
applied to both images and captions. Each model is trained
for 50 epochs on 8 A100 GPUs with a global batch size
of 512. Other relevant hyperparameters and details on pre-
training are included in the Supplementary Materials.

4.2. Downstream datasets.

After training on the image-text pairs as described in the
previous section, we evaluate the zero-shot transfer perfor-
mance for cancer subtype classification on 3 WSI datasets
from Brigham and Women’s Hospital. We used in-house in-
dependent datasets for zero-shot transfer evaluation because
SSL encoders such as CTP are often trained on large public
data repositories using all data that are available. This may
result in information leakage if we use subsets of these pub-
lic data sources for downstream evaluation, since their dis-
tribution was already exposed to the SSL encoder during its
pretraining (transductive learning). Our in-house datasets
are summarized below:

19768



10 5 E?g pool BRCA subtyping NSCLC subtyping RCC subtyping
S = K= 10
5 gl B k=it .y
oY ]
: TR s ~ -
E 0.6 I | HT
< R | ) "i LT lllll
© 0.4
o
10 BRCA subtyping + spatial smoothing NSCLC subtyping + spatial smoothing RCC subtyping + spatial smoothing
g !
308 Vg e
o
2 i
goe !‘?ﬂﬂ
g N Yu i IR O VNN I~ ~wl Mo Ko 18 L I
I}
T 0.4
i}
A Q Q Q
(;2\(@ (}62« (fQ’ef\ (}Q;z,(\
R @ £ D :
R & Q‘@ N3 <
x x x
R x
&

Figure 3. Zero-shot transfer performance of selected model configurations on independent test sets. Boxplots show distribution of model
performance for 50 randomly sampled prompts. Columns show different subtyping tasks, rows show the absence or presence of spatial
smoothing before pooling, and colors within each boxplot group show pooling methods (K indicates the number of patches selected by
topK pooling). Red dashed line shows balanced accuracy of ABMIL trained on 100% of the corresponding TCGA cancer subsets averaged
across 5 folds. Blue dashed line shows ABMIL performance trained on 1% of training data instead. HP-GPT: HistoPathGPT, P-Bert:

PubMedBert, B-Bert: BioClinicalBert.

Independent BRCA is a dataset of invasive breast car-
cinoma (BRCA) histopathology WSIs. It consists of 100
slides of invasive ductal carcinoma (IDC) and 100 slides of
invasive lobular carcinoma (ILC).

Independent NSCLC is a dataset of non-small cell lung
cancer (NSCLC) histopathology WSIs. It consists of 100
slides of lung adenocarcinoma (LUAD) and 100 slides of
lung squamous cell carcinoma (LUSC).

Independent RCC is a dataset of renal cell carcinoma
(RCC) histopathology WSIs. It consists of 50 slides of
chromophobe renal cell carcinoma (CHRCC), 50 slides of
clear-cell renal cell carcinoma (CCRCC), 50 slides of pap-
illary renal cell carcinoma (PRCC).

We include results on the publicly available datasets
from The Cancer Genome Atlas (TCGA)”* for the same 3
subtyping tasks in the Supplementary Materials.

4.3. Supervised baselines

To help contextualize the performance of zero-shot trans-
fer models, we train supervised baselines using weakly-
supervised attention-based MIL (ABMIL) [30] on the pub-
licly available TCGA cohort of each task. Due to the rela-
tively small size of these datasets (~1000 WSIs each), we
follow the study design of other weakly-supervised classi-
fication studies by performing 5-fold Monte Carlo cross-
validation to train 5 different models and report their av-
erage performance on our in-house datasets. Each cross-
validation training set includes on average 836 slides for
BRCA, 838 for NSCLC, and 739 for RCC. We additionally
study the data efficiency of ABMIL by restricting the num-
ber of training labels to be 1% and 10% of the full training
set. We include more details about the training and results
in the Supplementary Materials.

“portal.gdc.cancer.gov

4.4. Zero-shot transfer

Zero-shot evaluation methodology. Due to the reliance
on prompts for zero-shot transfer, evaluation results vary
with the choice of class names and prompt templates. For
each task, we first curate a pool of relevant prompt tem-
plates and classnames (see Supplementary Materials). We
then evaluate each model configuration on each task by
randomly sampling 50 prompts and measuring the perfor-
mance of each prompt. We plot the accuracy achieved using
each prompt and report the median and interquartile range
similar to [58]. This provides a more holistic view of the
model’s performance and demonstrates the degree of varia-
tion from using different prompts.

Zero-shot transfer for WSIs. For each of the 3 cancer
subtyping classification tasks, we preprocess the WSIs by
segmenting the tissue regions and dividing them into 256 X
256-sized patches at the 20 x equivalent magnification. We
then treat each WSI as a collection of its patches (instances)
similar to MIL and use MI-Zero as described in Section 3.5
for zero-shot transfer. We compared performance between
using a text encoder pretrained on in-domain pathology text
data (HistPathGPT), encoders pretrained on non-pathology-
specific medical data (PubMedBert and BioClinicalBert), as
well as a text encoder trained from scratch. We also experi-
mented with different pooling methods and spatial smooth-
ing. Classification results comparing these setups are sum-
marized in Table 1 and boxplots showing the performance
distribution of each model on the set of 50 sampled prompts
can be found in Figure 3. Overall, our models either per-
form on par or better than ABMIL baselines using 1% of
training data for every task. In terms of pooling method for
MI-Zero, we find that topK pooling performs better than
mean pooling, while spatial smoothing does not change the
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Model ‘ Text Encoder & Pretraining ‘ SS ‘ Pooling H BRCA NSCLC RCC | Average
ABMIL (1% Data) None X | attention 0.510 0.709 0.557 0.592
ABMIL (100% Data) | None X | attention 0.843 0.893 0.855 0.864
HistPathGPT (None) X | topK 0.625 0.680  0.653 0.653
MI-Zero (Ours) HistPathGPT (In-domain) X | topK 0.673 0.700  0.733 0.702
PubmedBert (Out-of-domain) X | topK 0.570 0.693 0.777 0.680
BioclinicalBert (Out-of-domain) | X | topK 0.660 0.742 0.697 0.700
HistPathGPT (None) v | topK 0.623 0.700  0.653 0.659
MI-Zero (Ours) HistPathGPT (In-domain) v | topK 0.615 0.705  0.733 0.684
PubmedBert (Out-of-domain) v | topK 0.577 0.725 0.760 0.688
BioclinicalBert (Out-of-domain) | v | topK 0.660 0.770 0.663 0.698
HistPathGPT (None) X | mean 0.655 0.593  0.577 0.608
MI-Zero (Ours) HistPathGPT (In-domain) X | mean 0.620 0.590 0.633 0.614
PubmedBert (Out-of-domain) X | mean 0.585 0.650  0.727 0.654
BioclinicalBert (Out-of-domain) | X | mean 0.672 0.680 0.543 0.632
HistPathGPT (None) v/ | mean 0.655 0.595 0.573 0.608
MI-Zero (Ours) HistPathGPT (In-domain) v/ | mean 0.625 0.590  0.637 0.617
PubmedBert (Out-of-domain) v/ | mean 0.587 0.650 0.730 0.656
BioclinicalBert (Out-of-domain) | v | mean 0.675 0.682 0.543 0.634

Table 1. Slide-level zero-shot transfer. All models shown here (including the supervised baseline ABMIL) use CTP as the image
encoder. For MI-Zero, in-domain pretraining refers to pretraining on a corpus of pathology-specific text we collected while out-of-domain
pretraining refers to non-pathology-specific corpora (See Section 3.2). SS means that spatial smoothing is used before pooling while topK
and mean pooling refers to the pooling operator (Section 3.5). For each task, we report the median balanced accuracy across 50 sampled
sets. For topK pooling, we report the highest performance across all K € {1, 5, 10,50, 100}. See Figure 3 for full distributions of results.

Dataset | BRCA NSCLC RCC | Average
CLIP[55] | 0500  0.500 0.333 | 0.444
ARCH [22] 0625  0.593 0540 | 0.586
Ours 0.672  0.700 0.733 |  0.702

Table 2. Training data comparison. We report balanced accuracy
and only show results using topK pooling with no spatial smooth-
ing. Since spatial smoothing yields the same trend, they are in-
cluded in the Supplementary Materials. With the same MI-Zero
setup, OpenAI’s CLIP model [55] trained on 400M generic image-
text pairs performs no better than random chance across all tasks.
To assess the added value of our image-text pairs, we trained our
best performing model configuration from Table 1 (CTP + Hist-
PathGPT) on our full training dataset and compared to training
only on ARCH (7,562 pathology pairs) [22], which is a subset of
our training data (33,480 pathology pairs).

results significantly. We find that pretraining the text en-
coder improves performance over no pretraining, but pre-
training on in-domain pathology text does not necessarily
yield better performance. Example patches of highest and
lowest similarity scores are visualized in Figure 4.

4.5. Ablation study

Training data comparison. To assess the benefit of pre-
training with our expanded image-text dataset (compared to

the smaller publicly available ARCH dataset originally pro-
posed for representation learning via captioning), we train
our best performing model configuration (CTP as image en-
coder and HistPathGPT pretrained on in-domain data as text
encoder) on ARCH only. We find that training on our larger
dataset improves performance across all tasks and raises the
overall average performance by 11.6% (Table 2).

Image encoder pretraining. We experimented with the
choice of image encoder by comparing CTP to encoders
based on the ViT-S architecture, which has a similar param-
eter count. The encoders evaluated include both ImageNet
initialization and pretraining with SSL (MoCo v3 [15]) on
in-domain histology image data [77]. We also evaluate both
the CTP and ViT-S encoders initialized fully from scratch
with no pretraining as an additional ablation study. We find
that pretraining both the image encoder and the text encoder
performs the best across all tasks (Table 3).

Locked-image tuning. Zhai er al. [86] recently showed
that “locking” a well-pretrained image encoder outperforms
its unlocked counterpart during contrastive tuning. We
therefore also explored locked-image tuning by freezing
the parameters in the pretrained image encoder and only
updating the text encoder. We find that when using the
SSL-pretrained CTP as the image encoder and in-domain
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Image Encoder | Text Encoder | Image Pretraining | Text Pretraining | BRCA NSCLC RCC | Average
CTP HistPathGPT | SSL In-domain 0.672 0.700 0.733 0.702
ViT-S HistPathGPT | SSL In-domain 0.617 0.625 0.673 0.639
ViT-S HistPathGPT | ImageNet In-domain 0.660 0.525 0.600 0.595
CTP HistPathGPT | None None 0.535 0.520 0.297 0.451
ViT-S HistPathGPT | None None 0.500 0.510 0.290 0.433

Table 3. Pretraining comparison. To assess the benefit of pretraining the image encoder, we compare our best performing model with
a variation that uses ViT-S pretrained using SSL (MoCo v3), pretrained using supervised ImageNet, as well as variations with entirely
randomly-initialized weights. We report balanced accuracy and we only show results using topK pooling with no spatial smoothing. Since
spatial smoothing yields the same trend, we include those results in the Supplementary Materials.

CHRCC

CCRCC

PRCC

Figure 4. Visualization of similarity scores. A WSI of each RCC
subtype (CHRCC, CCRCC and PRCC) is randomly selected from
the in-house test set, and patches are ranked by their cosine sim-
ilarity score with the class prompt embedding. The top (highest
similarity scores) and bottom (lowest similarity scores) patches are
displayed for each WSI. A board certified pathologist confirms rel-
evant morphological patterns to each class embedding are selected
by MI-Zero (high similarity scores), while low scores generally
correspond to debris or normal tissue irrelevant to diagnosis. See
Supplementary Materials for examples from other tasks.

pretrained HistPathGPT as the text encoder, locked-image
text tuning only offers marginal improvement on zero-shot
transfer performance. For all other configurations, locked-
image tuning considerably lowers performance. We conjec-
ture that by pretraining on in-domain data, the image and
text features are easier to align in the latent space such that
locked-image tuning was able to provide an improvement
(See Supplementary Materials).

Additional experiments. Additional experimental results
using TCGA WSIs, as well as run time analyses of MI-Zero,
are included in Supplementary Materials.

5. Conclusion

In this work we introduce MI-Zero, the first method for
zero-shot transfer in pathology, and apply it to gigapixel-
scale whole slide images. The ability of our visual lan-
guage pretrained model to retrieve relevant ROIs for a
given class label (see Figure 4 with additional examples
in Supplementary Materials) suggests potential useful-
ness for semi-supervised learning workflows in histopathol-
ogy [8,19,54,63] (e.g. as a way of performing pseudo-
labeling). Our current results, however, are constrained by
data limitations, as curating larger datasets of high quality
image-caption pairs is a difficult task. Valuable future direc-
tions include collecting additional image caption datasets
[22,72], exploring methods that may improve the sample
efficiency of visual language pretraining and also evaluating
the capabilities of zero-shot transfer models on a large and
diverse set of computational pathology benchmarks. We
hope our work might inspire efforts to curate large scale
pathology-specific image text datasets, and pave the way
for a new generation of models in computational pathol-
ogy capable of performing diverse visual language under-
standing tasks such as visual question answering, cross-
modal retrieval, and captioning. Lastly, beyond pathology,
many fields including satellite imaging and remote sens-
ing involve high resolution images, similar to WSIs, in
their workflow. MI-Zero can potentially be generalized and
adapted to create effective solutions in such domains.
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