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Abstract

Many visual recognition models are evaluated only on
their classification accuracy, a metric for which they obtain
strong performance. In this paper, we investigate whether
computer vision models can also provide correct rationales
for their predictions. We propose a “doubly right” ob-
ject recognition benchmark, where the metric requires the
model to simultaneously produce both the right labels as
well as the right rationales. We find that state-of-the-art
visual models, such as CLIP, often provide incorrect ratio-
nales for their categorical predictions. However, by trans-
ferring the rationales from language models into visual rep-
resentations through a tailored dataset, we show that we
can learn a “why prompt,” which adapts large visual repre-
sentations to produce correct rationales. Visualizations and
empirical experiments show that our prompts significantly
improve performance on doubly right object recognition, in
addition to zero-shot transfer to unseen tasks and datasets.

1. Introduction
Computer vision models today are able to achieve high

accuracy – sometimes super-human – at correctly recogniz-
ing objects in images. However, most models today are not
evaluated on whether they get the prediction right for the
right reasons [14, 19, 48, 53]. Learning models that can ex-
plain their own decision is important for building trustwor-
thy systems, especially in applications that require human-
machine interactions [2, 15, 37, 50]. Rationales that justify
the prediction can largely improve user trust [54], which is
a crucial metric that the visual recognition field should push
forward in the future.

Existing methods in interpretability have investigated
how to understand which features contribute to the mod-
els’ prediction [33,34,44,46,47,52,60]. However, saliency
explanations are often imprecise, require domain expertise
to understand, and also cannot be evaluated. [20, 22] have
instead explored verbal rationales to justify the decision-
making. However, they require manual collections of the
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Figure 1. Visual reasoning for doubly right object recognition task.
Motivated by prompting in NLP, we learn a why prompt from mul-
timodal data, which allows us to instruct visual models to predict
both the right category and the correct rationales that justify the
prediction.

plausible rationales in the first place, which subsequently
are limited to small-scale datasets and tasks [24, 56].

Scalable methods for explainability have been developed
in natural language processing (NLP) through prompting.
By adding additional instructions to the input, such as the
sentence “think step-by-step,” language models then output
descriptions of their reasoning through the chain of thought
process [57]. Since the explanations are verbal, they are
easily understandable by people, and since the mechanism
emerges without explicit supervision, it is highly scalable.
In this paper, we investigate whether visual representations
can also explain their reasoning through visual chain-of-
thought prompts.

Our paper first introduces a benchmark for doubly right
object recognition, where computer vision models must pre-
dict both correct categorical labels as well as correct ra-
tionales. Our benchmark is large, and covers many cate-
gories and datasets. We found that the visual representa-
tions do not have double right capability out-of-the-box on
our benchmark. The recent large-scale image-language pre-
trained models [41, 49] can retrieve open-world language
descriptions that are closest to the image embedding in the
feature space, serving as verbal explanations. However, the
models often select the wrong rationales.

Instead, we propose a framework to explicitly trans-
fer the chain-of-thought reasoning from NLP models into
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vision models. We first query the large-scale language
model [9] via the chain-of-thought reasoning for object cat-
egory, where we obtain language rationales that explain dis-
criminative features for an object. We then collect images
containing both the category and the rationale features us-
ing Google image search. We then train visual prompts
to transfer the verbal chain of thought to visual chain of
thought with contrastive learning, where features of im-
ages and their rationales are pulled together. Our “why”
prompts obtain up to 26 points gain at doubly right per-
formance when evaluated on our benchmark. In addition,
visualizations and quantitative results show that our why
prompts zero-shot transfer to unseen tasks and datasets. We
believe this “doubly right” object recognition task is a fu-
ture direction which the visual recognition field should go
forward for. Our data and code is available at https:
//github.com/cvlab-columbia/DoubleRight.

2. Related Work
Explainability. Visual recognition models achieve high
performance on the classification tasks, yet they often
provide vague and unreliable interpretations and ratio-
nales [8]. There are two lines of research for interpret-
ing image classification using neural networks: feature vi-
sualization and language explanation. Feature visualiza-
tion methods [6, 32–34] find the inputs that maximize the
outputs of learned features. Gradient-based feature visu-
alization [28, 42, 44, 46, 47, 52, 60] highlight the input fea-
tures/pixels in images that are most important for the net-
work to make decisions. Since the visualizations are often
abstract, it is hard for a non-expert to understand. In ad-
dition, saliency map [44] highlights regions that may con-
tain overlapping concepts such as color, texture, and shape,
which is hard to disentangle. The second line of research
uses language-based explanation methods [20, 22] to gen-
erate visual explanations. However, those methods require
human annotations, which limits their ability to evaluate on
a larger scale.
External Knowledge. Visual models often learn spuri-
ous correlations without external knowledge [29]. Exter-
nal knowledge allows models to learn the right features and
obtain better transferability [26, 45]. Large-scale pretrained
language models, such as GPT-3 [9], contains knowledge
and commonsense learned from the Internet [38]. [57]
shows that designing the right prompt, such as the chain of
thought, improves the model’s ability for language reason-
ing, which we leverage as an external knowledge source.
Other sources of external knowledge include interactions
[1, 11, 55], physics [31, 59], etc. [30] provides descriptions
together with the objective category, which improves recog-
nition performance. However, since they do not annotate
rationales in their approach, they cannot measure CLIP’s
ability to produce the right rationales.

Visual Attributes Several works have studied visual at-
tributes in images [17, 25, 27, 35, 36, 39, 63]. [58] used the
visual attributes for animal classification and [23] used them
for face verification. However, some of the attributes are
spurious correlated [51] with the prediction task. In this
work, we aim to generate visual rationales that produce ro-
bust visual attributes like shape and parts, instead of spuri-
ous features such as the background.
Visual Reasoning. [61] proposed a new cognition bench-
mark that the model needs to predict both the answer and the
rationale to be correct. Visual Question Answering [3] per-
forms visual understanding as a QA task, such as questions
about COCO images. However, the questions are not asking
for rationales to justify object recognition. [62] shows that
multi-modal vision language models can perform zero-shot
image-language tasks, such as image captioning. However,
all existing visual reasoning work does not directly evaluate
object recognition on the rationales they provided.
Prompting. Prompt tuning is a lightweight adaptation
method for language task [64–66]. Recently, the computer
vision field has adapted the language and proposed the vi-
sual prompts to adapt vision models [4, 5, 21, 43]. Due to
their lightweight, it has been shown effective for continu-
ous learning [12]. One advantage of the visual prompt is
that it does not require model access at test time, which is
flexible [4]. While existing visual prompt methods focus on
improving the recognition task performance, we propose to
use this lightweight prompt to improve the models’ ability
to provide visual rationales.

3. Language Rationales to Visual Rationales

We first introduce how to obtain the language rationales
for discriminating an object. We then show how we trans-
late the language descriptions into visual images and con-
struct the dataset. We then propose to construct a “why
prompt” to adapt the large visual models to produce the
right rationales for their predictions.

3.1. Rationale from Language Model

A standard way of getting visual rationales for image
predictions is through manual annotation. However, manual
annotation is expensive, especially when applied to large-
scale datasets. Recent advances in large-scale language
models, such as the GPT3, demonstrate the ability to pro-
vide various commonsense knowledge in language. By pro-
viding chain-of-thought instructions to the language model,
[57] shows that language models can perform the task of
interest as well as produce explanations. We can use large-
scale language models as a tool to collect rationales by ask-
ing the right language prompts. In addition, since the ra-
tionales are presented in language, it is easy to understand,
even for non-experts.
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Beak
Two legs
Two wings
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Lightbulb
Base
Shade or Cover
Power Cord

Sashimi

Raw, sliced fish
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Nori
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Red or orange
A large, round body
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Polar ice caps
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A Fence
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Aircra0  
Carrier 

Large, flat deck
MuliGple aircraH on the deck
MulGple elevators
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Figure 2. Examples of the rationales generated by prompting GPT3 with the chain of thought reasoning on the features of objects. We
show one example from each of the six datasets—CIFAR10, CIFAR100, Food101, Caltech101, SUN, and ImageNet— we studied. The
bold word is the category, and the list follows is the generated rationales. GPT3 can produce reasoning for why an object is as predicted.

Table 1. List of datasets that include both the model prediction
and rationales. Animals with attributes (AWA) collects discrimina-
tive attributes for animals. CUB collects verbal rationales on only
birds. BDD-X collects rationales for explaining driving scenarios.
VAW and Broaden collect a large number of attributes. However,
they are often not the right rationales for explaining why objects
are classified, such as color. The * indicates the number of an-
notated video frames. The existing datasets are often small-scale,
limited in domains, and not annotating rationales for the object
recognition task. Our framework allows the automatic collection
of diversified categories over a large scale. Note that the + name in
our dataset, such as CIFAR-10+, indicates that we collect the same
set of categories in CIFAR-10 from google with our pipeline. Our
benchmark is large, containing more categories and dataset vari-
ants than prior methods.

Dataset Number of Number of Number of For Right
Name Categories Descriptions Images Rationales

AWA [24] 50 85 30,475 Yes
CUB [20, 56] 200 N/A 11,788 Yes
BDD-X [22] 906 1,668 26,000∗ Yes
VAW [40] N/A 650 72,274 No
Broaden [7] 584 1,300 62,476 No

Ours CIFAR-10+ 10 63 2,201 Yes
Ours CIFAR-100+ 100 540 18,318 Yes
Ours Food101+ 101 435 15,212 Yes
Ours Caltech101+ 101 516 16,849 Yes
Ours SUN+ 397 2,170 75,381 Yes
Ours ImageNet+ 1000 5,810 271,016 Yes

Motivated by the recent work in language prompting [9,
30], we propose to ask the language model: what are the
valid rationales for an object prediction? Specifically, to
obtain rationales for visual objects, we ask GPT3 the fol-
lowing question:

Q: What are useful visual features for
distinguishing a {category name} in a
photo?

A: There are several useful visual
features to tell there is a {category
name} in a photo:

-

where GPT3 automatically generates the answer for us,
which scales to large, unseen categories. In Figure 2,
we show random examples of the rationales generated by
querying GPT3. Each category is provided with a list of
discriminative features for the category, which is consistent
with how people explain their predictions.

Figure 3. Histogram of the number of images per ImageNet cat-
egory retrieved by Google search. There are natural imbalances
in the data. Learning model under such imbalanced natural data
distribution is an interesting problem to study.

3.2. Knowledge Transfer to Visual Domain

Since not every rationale exists in every image of the
given object, we cannot directly apply this list of rationales
to images based on their category. We need external knowl-
edge to collect images containing specified rationales, so
that we can correspond the language rationales to the visual
rationals in images. Prior work [45] uses structured external
knowledge from Wiktionary and WordNet to obtain images
with text descriptions.

In the era of the Internet, people often Google a new
word if they don’t know what the object — the word refers
to — looks like. Once people see the image examples from
Google, they quickly understand what the word refers to in
the real world. Our method is motivated by this natural pro-
cedure, where our system Googles “what the rationales look
like” to visually understand them.

We propose to leverage this external knowledge from
web search engines, a larger-scale knowledge base than
Wiktionary [45]. We use Google image search to obtain im-
ages that contain our specified visual features, and we find
that the returned images match the language queries with
high accuracy. The search engine serves as a cross-modal
translator, translating the knowledge from the language do-
main to the visual domain by retrieving images.

We use the following queries to query images that belong
to our specified category and contain our specified attribute:

1. {category name} which has {attribute
name}

2. {attribute name} of {category name}
3. a photo of {category name} because
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A crest of feathers on its head

A long tail with colorful features

A crater at the top

A large cone shaped mountain

Blue, green, or purple plumage Smoke belowing from the crater

Control booth

Large domed roof

Rows of seats facing center of floor

Peacock Volcano Planetarium

Figure 4. Examples for the images in our collected ImageNet+ dataset, where each image corresponds to one category label and one
rationale. We show three random categories, and for each category, we show three random rationales. The rationales are consistent with
the image features that decide the object’s category.

there is {attribute name}

and we retrieve the top 50 images returned by Google
search. More query sentences can be constructed if more
images are needed, which we leave for future work. We re-
move the duplicated and incorrect images in preprocessing.

Google image search allows us to obtain images con-
taining specific attributes. We perform the above automatic
pipeline on ImageNet categories and obtain a dataset that
contains images and the rationales that explain why this
image is a particular category. For the dataset collected
with our framework, we show a histogram of the number
of images per ImageNet category in Figure 3. The data is
S-curved due to the natural, non-interventional collection
procedure. We also show examples of rationales and the
retrieved images in Figure 4, where images can often be ex-
plained by rationales. Since our system is automatic, we
in addition run our pipeline on the categories in CIFAR-
10, CIFAR-100, Food101, Caltech101, and SUN datasets.
Table 1 shows the scale of our collected images and com-
pares them with prior datasets that are related to our work.
Our pipeline allows richer rationales and is more extensive
in the number of images and categories. To evaluate how
accurate the Google image search can retrieve the images
with the specified attribute as well as the category, we con-
duct a human study on the quality and consistency, which
we describe in Section 4.4.

3.3. Learning the Why Prompt

Using external knowledge from both the language model
and Google, we show we can collect image datasets con-
taining both the category and rationales. Our pipeline al-
lows us to evaluate the quality of this doubly right task on
a large scale over several datasets for the first time. Our
results show that doubly right object recognition is a chal-
lenging task for large visual models, such as CLIP.

We then seek a way to adapt and improve large pre-
trained models so that they can provide the correct rationale

for the predictions. Motivated by the prompting in natu-
ral language processing, we propose constructing a visual
“why” prompt that instructs the model to produce the right
rationales for the prediction. We optimize the visual prompt
to ask “what are the visual rationales that explains the pre-
diction of this image”. We use the following input prompts
or deep prompts to adapt the model.
Prompt Design. We study how to adapt transformer-based
models since they are state-of-the-art. Our visual why
prompts append additional tokens Pk to the input sequence
of the vision transformer:

x = [x;P0, P1, ..., Pk] (1)

The remaining transformer parameters and computations
are kept the same as the original.
Deep prompt. Besides adding context to the input se-
quence, the deep prompting method [21] adds prompts to
the intermediate layers in the transformer, which is a more
powerful adaptation method than single-layer input prompt.
Let xi be the latent token sequence of the i−th layer in the
transformer. We can add a prompt to each latent layer:

xi = [x0
i ;Pi, P

1
i , ..., P

k
i ] (2)

xi+1 = Head(xi) (3)

where the Head indicates the transformer block. We find
deep prompt is particularly useful for learning on large-
scale datasets, such as ImageNet.
Learning Objective. We now introduce the training objec-
tive to instruct models for doubly right object recognition.
We use cross-modal image-to-text contrastive learning to
train the model for the right rationales. Using our above
pipeline, we have collected a set of images and their ratio-
nales, which we denote as {(xi, ti)}. In contrast to the prior
text prompts for object recognition, which uses:

This is a photo of [CATEGORY]

we instead create the training text prompt to be:
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Table 2. Benchmarking six large-scale image-language pretrained models on doubly right recognition over six datasets. The accuracy
for doubly right is gray-scaled. We bold the best accuracy. ↑ indicates higher number is better. For the same CLIP model, when model
capacity increases from Res50 to H/14, the models’ ability to get doubly right also increases, even though CLIP has never been trained
on this metric. However, the doubly right accuracy on large-scale datasets is still low. For example, the double right accuracy is less than
1% on ImageNet. While larger model provides higher accuracy for object classification, they often provide wrong rationales, as indicated
by the increase in RW percentage. Our evaluation suggests that this new doubly right object recognition task is challenging for existing
large-scale visual models.

CIFAR-10+ CIFAR-100+ Food101+

Model RR ↑ RW↓ WR↓ WW↓ RR↑ RW ↓ WR↓ WW↓ RR↑ RW↓ WR↓ WW↓

FLAVA 29.44 53.04 5.83 11.68 3.57 59.72 5.44 31.26 3.95 55.78 4.86 35.42
CLIP-Res50 30.65 50.85 8.51 9.97 4.51 58.94 7.76 28.78 6.53 61.47 5.31 26.69
CLIP-Res101 30.41 50.61 8.76 10.21 5.09 60.31 7.41 27.19 5.23 64.65 4.61 25.46
CLIP-B/32 36.98 46.71 9.00 7.30 5.23 59.93 7.30 27.53 5.48 63.57 5.41 25.53
CLIP-B/16 35.28 49.63 9.25 5.83 5.61 64.09 6.16 24.13 6.04 67.65 4.26 22.04
CLIP-L/14 42.57 44.52 7.06 5.84 6.43 63.71 7.73 22.13 5.73 70.07 4.30 19.91

Caltech101+ SUN+ ImageNet+

Model RR ↑ RW ↓ WR ↓ WW↓ RR↑ RW ↓ WR↓ WW↓ RR↑ RW↓ WR ↓ WW ↓

FLAVA 2.21 61.57 3.85 32.38 0.95 14.62 10.72 73.70 0.40 28.31 3.58 67.70
CLIP-Res50 4.13 61.60 5.31 26.69 0.78 19.87 10.93 68.41 0.61 40.42 3.69 55.26
CLIP-Res101 4.57 64.24 4.61 25.46 0.89 21.29 11.68 66.75 0.65 42.74 3.64 52.98
CLIP-B/32 4.51 65.92 5.42 24.15 0.86 23.32 10.72 65.16 0.68 42.69 3.87 52.76
CLIP-B/16 4.60 68.30 4.84 22.25 0.81 23.41 10.50 65.68 0.63 46.73 3.41 49.23
CLIP-L/14 5.99 66.55 5.96 21.50 0.94 24.27 11.21 63.58 0.72 50.00 4.34 44.94

Table 3. Gain of using why prompt to adapt models to perform doubly right object recognition. We evaluate the CLIP-H/14 model, except
for ImageNet, where we use CLIP-B/32 due to the large dataset size. We use a deep prompt on ImageNet, which is indicated by *. We
bold the best doubly right accuracy. Learning a why prompt significantly improves the models’ ability to predict the right category as well
as the right rationales, reducing the failures when the model predicts the right category with wrong rationales.

RR↑ RW↓ WR↓ WW↓
Datasets Prompt Length Baseline Ours Baseline Ours Baseline Ours Baseline Ours

CIFAR-10+ 3 42.57 70.82 44.52 18.25 7.06 6.32 5.84 4.62
CIFAR-100+ 3 6.43 22.27 63.71 44.61 7.73 9.97 22.13 23.14
Food101+ 3 5.73 25.25 70.07 51.83 4.30 5.83 19.91 17.08
Caltech101+ 3 5.99 23.64 66.55 52.43 5.96 5.86 21.50 18.06
SUN+ 100 0.94 6.70 24.27 8.29 11.21 23.76 63.58 61.24
ImageNet+ 30* 0.68 3.63 42.69 21.70 3.87 7.66 52.76 25.34

This is a photo of [CATEGORY] because
there is [RATIONALE]

This allows the model to learn what is the correct rationales
that explain the category prediction.

We use the pretrained image-language model, where we
encode the image with an image encoder Fθ and the corre-
sponding rationale with a text encoder T . To train the model
to rank the correct rationales higher than the other negative
rationales, we minimize the following image-to-text con-
trastive loss function,

Ls(x, t,y) = −Ei,j

[
yij log

exp(cos(z
(I)
i , z

(T )
j )/τ)∑

k exp(cos(z
(I)
i , z

(T )
k )/τ)

]
,

(4)
where z

(I)
i = Fθ(xi) and z

(T )
i = T (ti) are the features

from the image and text, respectively. yij indicates which
image-text are paired in the dataset and which are not. We
set yij = 1 when the image and text are from the same data
point. cos denotes the cosine similarity function. τ is the

temperature hyperparameter to scale the confidence of the
prediction. We then use gradient descent to optimize the
visual prompt such that this loss is minimal.

3.4. Evaluation Metric

We define the following metric to evaluate the mod-
els’ predictions as well as their rationales. We formulate
producing the rationales as a ranking task, where we pro-
vide the model sentence descriptions containing a pair-wise
combination of all the categories and rationales, and the
image-language model will retrieve the closer ones. Specif-
ically, we present the model with a sentence in this format:

This is a photo of [CATEGORY] because
there is [RATIONALE]

and ask the model to return the sentence that has the closest
representation to the visual embeddings. Since one image
may have multiple rationales to explain the category, fol-
lowing the standard practice [16], we use a top-K accuracy
— if the top K rationales include the ground truth, then it is
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Table 4. Zero-shot gain of using why prompt to adapt models to perform doubly right object recognition. For all datasets we use CLIP-
H/14 model, except for ImageNet, where we use CLIP-B/32. We bold the best accuracy for doubly right object recognition. Our method
can obtain better rationales on unseen datasets than baseline (CLIP) model.

Zero-Shot Transfer RR↑ RW↓ WR↓ WW↓
Training Datasets Testing Datasets Baseline Ours Baseline Ours Baseline Ours Baseline Ours

CIFAR-100+ CIFAR-10+ 42.47 54.99 44.52 33.58 7.06 4.87 5.84 6.57
CIFAR-100+ Food101+ 5.73 8.35 70.07 44.61 4.30 9.97 19.91 23.14
CIFAR-100+ Caltech101+ 5.99 15.07 66.55 56.34 5.96 6.21 21.50 22.38

Caltech101+ CIFAR-10+ 42.47 49.63 44.52 39.17 7.06 5.60 5.84 5.60
Caltech101+ CIFAR-100+ 6.43 13.20 63.71 49.11 7.73 10.38 22.13 27.30
Caltech101+ Food101+ 5.73 7.36 70.07 61.05 4.30 4.49 19.91 26.69

SUN+ CIFAR-10+ 42.47 49.00 44.52 40.04 7.06 5.78 5.84 5.18
SUN+ CIFAR-100+ 6.43 13.11 63.71 49.63 7.73 8.32 22.13 28.93
SUN+ Food101+ 5.73 8.94 70.07 51.90 4.30 6.67 19.91 32.48
SUN+ Caltech101+ 5.99 13.58 66.55 55.14 5.96 5.39 21.50 25.88

ImageNet+ CIFAR-10+ 36.98 38.68 46.71 43.80 9.00 9.25 7.30 8.27
ImageNet+ CIFAR-100+ 5.23 15.67 59.93 39.89 7.30 9.51 27.53 55.57
ImageNet+ Food101+ 5.48 8.31 63.57 46.59 5.41 5.97 25.53 39.12
ImageNet+ Caltech101+ 4.51 16.71 65.92 45.42 5.42 7.66 24.15 30.20
ImageNet+ SUN+ 0.86 1.98 23.32 7.02 10.72 14.96 65.16 76.90

counted as correct. The predicted category is based on the
majority vote of the top-K reterieved categories [30]. We
denote the metric as follows:

(1) Right classification with right rationale (RR);

(2) Right classification with wrong rationale (RW);

(3) Wrong classification with right rationale (WR);

(4) Wrong classification with wrong rationale (WW)

We desire a high accuracy for RR and a low percentage for
RW, WR, and WW. We will evaluate the above metric on
our collected dataset where rationale ground truth is pro-
vided. We select 20% of the data as the hold-out test set.
We will train the model on the remaining 80% data.

4. Experiment
We evaluate six large-scale image-language pretrained

models on our doubly right benchmark. We find that the
model often produces the wrong rationales for the predic-
tions. We then show that our why prompts significantly im-
proves the models’ ability to produce the right rationales
quantitatively and qualitatively. Lastly, we show that we
can have a hierarchy of visual rationales where the model
can provide sub-rationales.

4.1. Benchmark Existing Models

We start our investigation by evaluating existing large-
scale image language models [41,49] on our collected dou-
bly right dataset. Our evaluation includes images in the
category of CIFAR-10, CIFAR-100, Food101, Caltech101,
SUN, and ImageNet. Since we recollect the image based
on the category name of those dataset, we use + to denote
our collected dataset. We set K = 5 for the top-K accuracy

of the doubly right prediction. We study FLAVA [49] and
five variants of CLIP [41], where evaluation results are in
Table 2. We find that for the same CLIP model, increas-
ing their capacity from Resnet 50 [18] to ViT Huge/14 [13]
generally improves performance in retrieving the right ra-
tionales, even if the model has never been trained on the
doubly right task. FLAVA model performs worse than all
CLIP model variants, except on SUN+. Despite the high
classification accuracy, doubly right object recognition is
challenging for all models, where models produce incorrect
rationales more often than the correct ones. Specifically,
the best CLIP-H/14 model only obtains 1% accuracy on
ImageNet+ doubly right recognition task. Our evaluation
shows that doubly right object recognition is still an open
challenge for the large-scale dataset.

4.2. Why Prompt for Visual Rationales

To adapt the vision model so that they can perform dou-
bly right object recognition, we apply our “why” prompt-
ing to visual foundation models. On ImageNet+, we adapt
the CLIP-B/32 due to the large size of the dataset. We use
deep prompt with prompt length 30 for each of the 12 lay-
ers. We train 10 epochs with a learning rate of 10. For all
the other datasets, we adapt the best CLIP-H/14 model. We
train model for 100 epochs with a learning rate of 40. We
use a prompt size of 3, except for SUN where we use 100.
For each dataset, we train on 80% of the data and test on the
hold out 20% test data.

We show our results in Table 3. By finding a why prompt
to adapt the visual model, we significantly improve the
models’ ability to produce the right predictions as well as
the right rationales, up to 28 points. Using our prompt, the
model also sometimes predicts the wrong categories when
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This is a 
photo of a 

cat because 
there is 

brown color

This is a 
photo of a 

cat because 
there are 

large, round 
eyes

This is a photo 
of a frog 

because there 
is long ears

This is a photo 
of a frog 

because there 
is webbed feet

This is a photo of 
a mushroom 

because there is 
a long, whip-like 

tail

This is a photo of 
a mushroom 

because there is 
a ring around the 

stem

This is a photo 
of a hamster 

because there is 
used for storing 

clothes and 
other items

This is a photo of 
a hamster 

because there are 
short legs

This is a photo of 
a greek salad 

because there is 
grilled, pan-fried, 

or roasted

This is a photo of a 
greek salad because 

there are various 
toppings such as diced 

tomatoes, onions, 
peppers, and jalapenos

This is a photo 
of a sushi 

because there 
is served as a 
side dish or 
appetizer

This is a photo of 
sashimi because 
there is typically 
made with white 

rice, fish, and 
vegetables

This is a photo 
of a strawberry 
because there is 

webbing 
between the 

arms

This is a 
photo of a 

strawberry 
because 

there is green 
stem

This is a photo 
of a ceiling fan 
because there is 
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rectangular deck
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a ceiling fan 
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This is a photo of an 
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close together
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because 
there is a 

thatched or 
tiled roof

This is a photo 
of an ice shelf 
because there 

is rows of 
seats facing 
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the floor

This is a photo 
of an ice shelf 
because there 
is a large, flat 

expanse of ice
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Figure 5. Visualization for the doubly right recognition task. For each row, we show image examples from categories of one dataset. In
columns 2, 4, 7, and 9, we show the rationales produced by the model to explain the prediction. In column 3, 5, 8, and 10, we show the
saliency map [10] that models look to produce the prediction and rationales. While the state-of-the-art H/14 CLIP model produces the
correct category with the wrong rationales, our method can produce the correct category with the right rationales. In addition, our visual
prompt also adapts the model to use the right image region to produce the prediction.

Baseline rationales Our rationales

• lush, green vegetation.

• lush vegetation.

• dense green canopy.

• a large, cone-shaped mountain.

• smoke or steam rising from the 

crater.

• lava or ash flowing from the crater.

• red or pink color.

• a deep red color.

• a deep red color.

• a cupcake wrapper.

• sprinkles or other decorations.

• frosting on top.

• a wheelchair has four large wheels, 
two in the front and two in the back.


• found in ancient civilizations such as 
Egypt.


• a diameter of 27-28 inches.

• four legs with clawed feet.

• large feet.

• tusks.


• a person standing at attention.

• a door that opens by sliding on a track.

• a turnstile can be found in a subway 

station or other public transit area.


• a traditional Japanese garment.

• often worn by women on special 

occasions.

• work with a sash called an obi.

This is a picture of a kimono because there is …

This is a picture of a volcano because there is …

This is a picture of a cup cakes because there is …

This is a picture of a elephant because there is …

ImageNet

SUN

Food101

Caltech101
Baseline rationales Our rationales

Figure 6. Visualization for top 3 rationales. We show the original examples from SUN, Caltech101, Food101, and ImageNet datasets with
high-resolution images. Even though we do not annotate rationales for images in these datasets, our method can successfully transfer the
rationales learned from our data and apply them.

the rationales are wrong (higher WW), suggesting our why
prompt achieve higher consistency in reasoning between
category and rationales. Our prompt method is still effec-
tive when the prompt size is as small as 3, containing min-
imal parameters, which is lightweight to apply. In addi-
tion, learning our why prompt can maintain the classifica-
tion accuracy on the original ImageNet validation set, where
CLIP-B/32 obtains an accuracy of 59.16%, and we obtain
an accuracy of 59.20%.

Zero-shot Transferability for Why Prompt. We find that
the above generated “why” also transfers to unseen datasets
and categories. In Table 4, we show the doubly right accu-

racy obtained by zero-shot transfer, where we obtain up to
12 points gain. For example, by learning the model on the
SUN+ dataset which contains natural scenes, our method
can teach CLIP to provide the correct rationales for food
images (Food101+), by 3 points better. This experiment
shows our why prompt can adapt large scale models to pro-
duce correct predictions with right rationales, and general-
ize to novel categories, suggesting the effectiveness of our
method.

Visualizations on Doubly Right dataset. We visualize im-
ages from the test set of our benchmark. In Figure 5, we
show the top 1 rationales retrieved by the baseline and our
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Sub-Rationales

Baseline rationales Our rationales

• A tail

• a large, cone-shaped mountain.

• smoke or steam rising from the 

crater.

• lava or ash flowing from the crater.

• red or pink color.

• a deep red color.

• a deep red color.

• a cupcake wrapper.

• sprinkles or other decorations.

• frosting on top.

• a wheelchair has four large wheels, 
two in the front and two in the back.


• found in ancient civilizations such as 
Egypt.


• a diameter of 27-28 inches.

• four legs with clawed feet.

• large feet.

• tusks.


• a person standing at attention.

• a door that opens by sliding on a track.

• a turnstile can be found in a subway 

station or other public transit area.


• a traditional Japanese garment.

• often worn by women on special 

occasions.

• work with a sash called an obi.

This is a picture of a kimono because there is …

This is a picture of a volcano because there is …

This is a picture of a cup cakes because there is …

This is a picture of a elephant because there is …

ImageNet

SUN

Food101

Caltech101
Baseline rationales Our rationales

This is a picture of a dog because there is …

• Four legs

• Ears of dog

Why this is a tail of a dog?
• Because it is thin • Because it is Long
Why this is four legs of a dog?

Rationales

• Because it is furry • Because it is long

Why this is ears of a dog?
• Because it is short • Because it is wet

Figure 7. Visualizations for the hierarchical rationales on CIFAR-
10+. Our method obtains reasonable sub-rationales by learning an
additional sub why prompt.

prompted model. Our method often produces a correct ex-
planation, while the baseline does not. We also visualize the
saliency map corresponding to the rationales [10], where we
can also see that the why prompt instructs the model to look
at the right region to explain the prediction.
Qualitative results on the original dataset. In addition to
evaluating the doubly right performance on our collected
dataset above, we also evaluate the established, original
data. We study ImageNet, SUN, Caltech, and Food101
datasets since they contain high-resolution images that al-
low detailed explanations. Though we cannot directly eval-
uate the doubly right accuracy of those dataset images since
they do not contain annotated ground truth, we show visu-
alizations for the rationales generated on those datasets. In
Figure 6, we find our learned “why” prompt also transfers
well in improving the doubly right performance on images
in those datasets.

4.3. Analyzing Hierarchical Rationales

The rationales provided by our approach may not be the
basic explanations. For example, with the above method,
we can explain that this is a photo of a dog because there are
four legs. We are curious whether the model can also pro-
vide another level of visual reasoning for why the four legs
cause the image to be a dog. We explore whether our frame-
work can provide even more fundamental explanations for
the generated rationales.

To obtain sub-rationales, we query GPT3 with:

Q: What are useful visual features for
distinguishing a {attribute name} of a
{category name} in a photo?

A: There are several useful visual
features to tell there is a {attribute
name} of a {category name} in a photo:

After getting the sub-rationales through language chain
of thought, we transfer the knowledge to visual domain by
Google query:

A photo of {CATEGORY}, because there is
{sub-level attribute name} {attribute
name}

where we collect 10583 images that contain attributes of
specific patterns denoted by the sub-rationales. We split the
dataset into an 80% training set and 20% of testing set.

Table 5. Accuracy for hierarchical visual rationales. On CIFAR-
10+ categories, we evaluate CLIP and our models’ ability to get
the category, the rationales, and the rationales’ explanations cor-
rect (RR). Our method produces better sub-rationales than CLIP.

RR RW WR WW

CLIP-H/14 0.05 38.14 0.20 61.61
Ours 26.19 53.86 1.58 18.35

We train our why prompt with the same objective in
Equation 4. We then evaluate the correctness of the ratio-
nales and the sub-rationales. We experiment on CIFAR-10+

and train the model for 25 epochs. When categories, ratio-
nales, and sub-rationales are correct, it is counted as doubly
right (RR). In Table 5, baseline CLIP has 0 accuracy. Our
method improves RR by 26 points. In Figure 7, we visualize
this hierarchical rationale, where our method can produce
sub-rationales that explains the rationales hierarchically.

4.4. User Study

To evaluate the quality of our doubly right dataset, we
conduct a human study. We show 200 images randomly
sampled from our dataset and ask the user to check whether
the category and rationales match what’s inside the image.
We conduct this study on 20 participants. Since the task re-
quires visual reasoning, it takes 20 to 40 minutes for one
participant to complete the study. On average, the user
thinks 86.2% of the annotation is correct, with a standard
deviation of 8.5. This shows our pipeline can collect visual
data with visual rationales of reasonably high quality.

5. Conclusion

In this paper, We study an essential yet under-explored
visual problem, getting the correct rationales for the predic-
tions, which we name as the “doubly right” object recog-
nition task. We construct large-scale datasets containing
categories from various datasets with rich rationales, which
allows us to evaluate this doubly right metric directly. Our
work proposes a pipeline that transfers the rationales knowl-
edge from language models to visual models, which signif-
icantly improves the doubly right object recognition accu-
racy on both seen and unseen categories. Our work provides
a benchmark and algorithm that allows the visual recogni-
tion field to push this doubly right task forward.
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