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Abstract

Deep point cloud registration methods face challenges to partial overlaps and rely on labeled data. To address these issues, we propose UDPReg, an unsupervised deep probabilistic registration framework for point clouds with partial overlaps. Specifically, we first adopt a network to learn posterior probability distributions of Gaussian mixture models (GMMs) from point clouds. To handle partial point cloud registration, we apply the Sinkhorn algorithm to predict the distribution-level correspondences under the constraint of the mixing weights of GMMs. To enable unsupervised learning, we design three distribution consistency-based losses: self-consistency, cross-consistency, and local contrastive. The self-consistency loss is formulated by encouraging GMMs in Euclidean and feature spaces to share identical posterior distributions. The cross-consistency loss derives from the fact that the points of two partially overlapping point clouds belonging to the same clusters share the cluster centroids. The cross-consistency loss allows the network to flexibly learn a transformation-invariant posterior distribution of two aligned point clouds. The local contrastive loss facilitates the network to extract discriminative local features. Our UDPReg achieves competitive performance on the 3DMatch/3DLoMatch and ModelNet/ModelLoNet benchmarks.

1. Introduction

Rigid point cloud registration aims at determining the optimal transformation to align two partially overlapping point clouds into one coherent coordinate system [21, 30–32]. This task dominates the performance of systems in many areas, such as robotics [57], augmented reality [6], autonomous driving [35, 42], radiotherapy [27], etc. Recent advances have been monopolized by learning-based approaches due to the development of 3D point cloud representation learning and differentiable optimization [37].

Existing deep learning-based point cloud registration methods can be broadly categorized as correspondence-free [2, 21, 30, 32, 47] and correspondence-based [4, 9, 19, 50]. The former minimizes the difference between global features extracted from two input point clouds. These global features are typically computed based on all the points of a point cloud, making correspondence-free approaches inadequate to handle real scenes with partial overlap [9, 55]. Correspondence-based methods first extract local features used for the establishment of point-level [9, 17, 19, 21] or distribution-level [15, 29, 39, 52] correspondences, and finally, estimate the pose from those correspondences. However, point-level registration does not work well under conditions involving varying point densities or repetitive patterns [31]. This issue is especially prominent in indoor environments, where low-texture regions or repetitive patterns sometimes dominate the field of view. Distribution-level registration, which compensates for the shortcomings of point-level methods, aligns two point clouds without establishing explicit point correspondences. Unfortunately, to the best of our knowledge, the existing methods are inflexible and cannot handle point clouds with partial overlaps in real scenes [28, 31]. Moreover, the success of learning-based methods mainly depends on large amounts of ground truth transformations or correspondences as the supervision signal for model training. Needless to say, the required ground truth is typically difficult or costly to acquire, thus hampering their application in the real world [38].

We thus propose an unsupervised deep probabilistic registration framework to alleviate these limitations. Specifically, we extend the distribution-to-distribution (D2D) method to solve partial point cloud registration by adopting the Sinkhorn algorithm [11] to predict correspondences of distribution. In order to make the network learn geometrically and semantically consistent features, we design distribution-consistency losses, i.e., self-consistency and cross-consistency losses, to train the networks without using any ground-truth pose or correspondences. Besides, we also introduce a local contrastive loss to learn more discriminative features by pushing features of points belonging to the same clusters together while pulling dissimilar features of points coming from different clusters apart.
Our UDPReg is motivated by OGMM [33] and UGMM [20] but differs from them in several ways. Firstly, unlike OGMM, which is a supervised method, our approach is unsupervised. Secondly, while UGMM [20] treats all clusters equally in the matching process, our method aligns different clusters with varying levels of importance. This enables our approach to handle partial point cloud registration successfully. To enable unsupervised learning, the designed self-consistency loss encourages the extracted features to be geometrically consistent by compelling the features and coordinates to share the posterior probability. The cross-consistency loss prompts the extracted features to be geometrically consistent by forcing the partially overlapping point clouds to share the same clusters. We evaluate our UDPReg on 3DMatch [53], 3DLoMatch [19], ModelNet [45] and ModelLoNet [19], comparing our approach against traditional and deep learning-based point cloud registration approaches. UDPReg achieves state-of-the-art results and significantly outperforms unsupervised methods on all the benchmarks.

In summary, the main contributions of this work are:

- We propose an unsupervised learning-based probabilistic framework to register point clouds with partial overlaps.
- We provide a deep probabilistic framework to solve partial point cloud registration by adopting the Sinkhorn algorithm to predict distribution-level correspondences.
- We formulate self-consistency, cross-consistency, and local-contrastive losses, to make the posterior probability in coordinate and feature spaces consistent so that the feature extractor can be trained in an unsupervised way.
- We achieve state-of-the-art performance on a comprehensive set of experiments, including synthetic and real-world datasets.

2. Related Work

Point-Level Methods. Point-level registration approaches first extract point-wise features, then establish point-to-point correspondences through feature matching, followed by outlier rejection and robust estimation of the rigid transformation. Numerous works, such as FCGF [10] and RGM [17], focus on extracting discriminative features for geometric correspondences. For the correspondence prediction, DCP [43], RPMNet [49], and REGTR [50] perform feature matching by integrating the Sinkhorn algorithm or Transformer [41] into a network to generate soft correspondences from local features. IDAM [25] incorporates both geometric and distance features into the iterative matching process. To reject outliers, DGR [9] and 3DRegNet [36] use networks to estimate the inliers. Predator [19] and PRNet [44] focus on detecting points in the overlap region and utilizing their features to generate matches. Keypoint-free methods [30,51,54] first downsample the point clouds into super-points and then match them by examining whether their neighborhoods (patch) overlap. Though achieving remarkable performance, most of these methods rely on large amounts of ground-truth transformations, as inaccessible or expensive as such annotation may get. This said, the ground-truth geometric labels could potentially be obtained from full 3D reconstruction pipelines [8], but these require delicate parameter tuning, partial human supervision, and extra sensory information such as GPS. As a result, the success of learning-based techniques has been limited to a handful of datasets with ground-truth annotations.

Distribution-Level Methods. Distribution-level methods model the point clouds as probability distributions, often via the use of GMMs, and perform alignment either by employing a correlation-based or an EM-based optimization framework. The correlation-based methods [22,52] first build GMM probability distributions for both the source and target point clouds. Then, the transformation is estimated by minimizing a metric or divergence between the distributions. However, these methods lead to nonlinear optimization problems with nonconvex constraints [24]. Unlike correlation-based methods, the EM-based approaches, such as JRMPC [15], CPD [34], and FilterReg [18], represent the geometry of one point cloud using a GMM distribution over 3D Euclidean space. The transformation is then calculated by fitting another point cloud to the GMM distribution under the maximum likelihood estimation (MLE) framework. These methods are robust to noise and density variation [52]. Most of them utilize robust discrepancies to reduce the influence of outliers by greedily aligning the largest possible fraction of points while being tolerant to a small number of outliers. However, if outliers dominate, the greedy behavior of these methods easily emphasizes outliers, leading to degraded registration results [15]. Considering these factors, we formulate registration in a novel partial distribution matching framework, where we only seek to partially match the distributions.

Unsupervised Point Cloud Registration. To handle ground-truth labeling issues, great efforts [12,21,23,38,44,48] have been devoted to unsupervised deep point cloud registration. The existing methods mainly lie in auto-encoders [12,21,38] with a reconstruction loss or contrastive learning [10,14,46] with data augmentation. Although encouraging results have been achieved, some limitations remain to be addressed. Firstly, they depend on the point-level loss, such as Chamfer distance in auto-encoder [12], finding it difficult to handle large-scale scenarios due to computational complexity. Secondly, many pipelines [44] apply fixed/handcrafted data augmentation to generate transformations or correspondences, leading to sub-optimal learning. This is because they cannot fully use the cross information of partially overlapping point clouds for learning.
clouds without geometric labels, and the shape complexity of the samples is ignored in the fixed augmentation [26]. To overcome these limitations, we provide a distribution consistency-based unsupervised method, which utilizes the distribution-level loss to reduce the computational complexity. Even without using any data augmentation, the proposed method is still suitable and available.

3. Method

3.1. Problem Formulation

Point cloud registration aims to seek a transformation \( T \in SE(3) \) that optimally aligns the source point cloud \( \mathcal{P}^s := \{ p^s_i \in \mathbb{R}^3 \}_{i=1, 2, \ldots, N_s} \) to the target point cloud \( \mathcal{P}^t := \{ p^t_j \in \mathbb{R}^3 \}_{j=1, 2, \ldots, N_t} \). \( \mathcal{P}^s \) and \( \mathcal{P}^t \) contain \( N_s \) and \( N_t \) points, respectively. \( T \) consists of rotation \( R \in SO(3) \) and translation \( t \in \mathbb{R}^3 \). Instead of directly employing the point-level solution, we apply the distribution-to-distribution (D2D) approach to fit these two point clouds and obtain individual potential GMMs, where each component represents the density of the spatial coordinates and features in a local region. The transformation is then recovered from the learned GMMs. Our goal is to learn GMMs of point clouds for registration without any ground-truth geometric labels. Our UDPReg framework is conceptually simple and is illustrated in Fig. 1. The shared weighted feature extractor consisting of an encoder, Transformer (self- and cross-attention), and decoder first extracts point-wise features \( \mathcal{F}^s \) and \( \mathcal{F}^t \), overlap scores \( O^s \) and \( O^t \) from point clouds \( \mathcal{P}^s \) and \( \mathcal{P}^t \), respectively. \( \mathcal{F}^s \) and \( \mathcal{F}^t \) are then fed to cluster head to estimate the distributions (GMMs) of \( \mathcal{P}^s \) and \( \mathcal{P}^t \) in both coordinate and feature spaces. After that, the correspondences \( \mathcal{M} \) are estimated by performing cluster-level and point-level matching based on the Sinkhorn algorithm [11]. Finally, a variant of RANSAC [16] specialized to 3D registration is adopted to calculate \( T \) based on the estimated correspondences. The network is trained using the proposed self-consistency, cross-consistency, and local contrastive losses in an unsupervised manner.

3.2. The Proposed GMM-Based Registration

Feature Extraction. Following [19, 31, 37], a shared encoder KPConv-FPN [40], which is composed of a series of ResNet-like blocks and stridden convolutions, simultaneously downsamples the raw point clouds \( \mathcal{P}^s \) and \( \mathcal{P}^t \) into superpoint \( \mathcal{P}^s \) and \( \mathcal{P}^t \) and extracts associated features \( \mathcal{F}^s = \{ f^s_i \in \mathbb{R}^b \}_{i=1, 2, \ldots, N_s} \) and \( \mathcal{F}^t = \{ f^t_j \in \mathbb{R}^b \}_{j=1, 2, \ldots, N_t} \), respectively. \( b \) is dimension. Then, self- and cross-attention are applied to encode contextual information of two point clouds with partial overlaps, which outputs conditioned features \( \mathcal{F}^s \) and \( \mathcal{F}^t \). Finally, the shared decoder starts with conditioned features \( \mathcal{F}^s \) and \( \mathcal{F}^t \), and outputs the point-wise feature descriptor \( \mathcal{F}^s \in \mathbb{R}^{N_s \times d} \) and \( \mathcal{F}^t \in \mathbb{R}^{N_t \times d} \) and overlap scores \( O^s = \{ o^s_i \} \in \mathbb{R}^N \) and \( O^t = \{ o^t_j \} \in \mathbb{R}^N \). \( d \) is the dimension of features. The de-
The GMM parameters \( \Theta^s \) for point cloud \( \mathcal{P}^s \), in 3D coordinate space, consists of \( L \) triples \((\pi^s_j, \mu^s_j, \Sigma^s_j)\), where \( \pi^s_j \) is the mixing weight of component \( j \) satisfying \( \sum_{j=1}^{L} \pi^s_j = 1 \), \( \mu^s_j \) is a \( 3 \times 1 \) mean vector and \( \Sigma^s_j \) is a \( 3 \times 3 \) covariance matrix of the \( j \)-th component. The GMMs of point clouds \( \mathcal{P}^s \) and \( \mathcal{P}^t \) in feature space are also computed as:

\[
\mu^f_s = \frac{N_f}{N_s} \sum_{i=1}^{N_s} \frac{\hat{\pi}^s_{ij}}{N_s} f^s_{ij}, \quad \mu^f_t = \frac{N_f}{N_t} \sum_{i=1}^{N_t} \frac{\hat{\pi}^t_{ij}}{N_t} f^t_{ij}, \quad \Sigma^f_s = \frac{1}{N_s} \sum_{i=1}^{N_s} \frac{\hat{\pi}^s_{ij}}{N_s} (f^s_{ij} - \mu^f_s) (f^s_{ij} - \mu^f_s)^\top,
\]

\[
G^f_s(x) = \sum_{i=1}^{N_f} \sum_{j=1}^{L} \frac{\hat{\pi}^s_{ij}}{N_s} N_s |\mu^f_s, \Sigma^f_s|, \quad x \in \{s, t\}.
\]

Similar in the coordinate space, based on probability matrices \( \mathcal{S}^s \) and \( \mathcal{S}^t \), the GMM parameters of point clouds \( \mathcal{P}^s \) and \( \mathcal{P}^t \) in feature space are also computed as:

\[
\mu^f_s = \frac{N_f}{N_s} \sum_{i=1}^{N_s} \frac{\hat{\pi}^s_{ij}}{N_s} f^s_{ij}, \quad \mu^f_t = \frac{N_f}{N_t} \sum_{i=1}^{N_t} \frac{\hat{\pi}^t_{ij}}{N_t} f^t_{ij}, \quad \Sigma^f_s = \frac{1}{N_s} \sum_{i=1}^{N_s} \frac{\hat{\pi}^s_{ij}}{N_s} (f^s_{ij} - \mu^f_s) (f^s_{ij} - \mu^f_s)^\top,
\]

where subscript \( x \in \{s, t\} \). Note that the GMMs in coordinate and feature spaces share mixing coefficients. For simplicity, we denote \( \Phi^s_{k}(x) = N_s (x | \mu^f_s, \Sigma^f_s) \) with \( k \in \{1, \ldots, L\} \). The GMMs of point clouds \( \mathcal{P}^s \) and \( \mathcal{P}^t \) in feature space are then given as:

\[
G^s(x) = \sum_{j=1}^{L} \pi^s_j \Phi^s_j(x), \quad G^t(x) = \sum_{j=1}^{L} \pi^t_j \Phi^t_j(x).
\]

### Cluster-Level Matching

Instead of indirectly performing the maximum likelihood estimation between \( G^s \) and \( G^t \), weighted distribution-level correspondences are represented as soft assignments to the components based on the mixing weights of GMMs and the \( L_2 \) distance \([22]\) of distribution in the feature space. This is because \((\pi^s_j, \mu^s_j, \Sigma^s_j)\) and \((\pi^t_j, \mu^t_j, \Sigma^t_j)\) are not wholly matched when two point clouds are partially overlapped. Moreover, the aligned components should have similar mixing weights and small distances. To estimate the correspondences, we first calculate the distance between two GMMs as follows:

\[
D(\Phi^s_j, \Phi^t_j) = \int_{\mathbb{R}} (\Phi^s_j(x) - \Phi^t_j(x))^2 dx.
\]

We denote \( r^s = \max_{i=1}^{L} (\pi^s_i - \pi^t_i) \), and cost matrix \( D \) with elements satisfying \( D_{ij} = D(\Phi^s_i, \Phi^t_j) \), \( x = s, y = t \) or \( x = t, y = s \). In partially overlapping registration, some components are occluded in the other frame. Similar to \([31]\), we propose here to solve it directly by changing the cost matrix as \( \hat{D} \) with elements satisfying, if \( i, j < L \), \( D_{ij} = \hat{D}_{ij} \) otherwise \( D_{ij} = z \). \( z \) is a learnable parameter. The extended assignment matrix \( \Gamma \in \mathbb{R}^{L \times K} \) can be estimated by solving the following optimization problem:

\[
\min_{\Gamma} \sum_{ij} \Gamma_{ij} D_{ij}, \quad \text{s.t., } \Gamma_{1:L} = \pi^s, \Gamma^\top_{1:L} = \pi^t, \Gamma_{ij} \in [0, 1],
\]

where \( \pi^s = \frac{1}{1 + e^{-r^s}} |\pi^1, \pi^2, \ldots, \pi^L, r^s| \), \( x \in \{s, t\} \). We run the Sinkhorn Algorithm \([11]\) to seek an optimal solution. After that, each entry \((i, j)\) of \( \Gamma \) implies the matching confidence between components. Following \([51]\), we pick correspondences whose confidence scores are above a threshold \( \tau = 0.1 \). We define the picked distribution-level correspondence set as \( \hat{C} = \{\hat{\mu}_i, \hat{\mu}_j\} \).

### Point-Level Registration

We first partition the points into clusters by assigning each point to its closest centroid in the geometric space. Once grouped, we obtain 3D patches comprised of points along with their corresponding clustering scores and descriptors. These patches enable us to extract point correspondences. For a centroid \( \mu^c_s \), its associated point set \( C^c_s \) and feature set \( F^c_s \) are denoted as:

\[
C^c_s = \{p^s \in \mathcal{P}^s \mid ||p^s - \mu^c_s|| \leq ||p^s - \hat{\mu}^c_s||, i \neq j\}, \quad F^c_s = \{f^s \in \mathcal{F}^s \mid f^s \in C^c_s\}, \quad S^c_s = \{s^c_s \in \mathcal{s^c_s} \mid f^s \in C^c_s\}.
\]

The same operator is also performed for \( \mu^c_t \) and we get \( C^c_t \), \( F^c_t \), and \( S^c_t \). The cluster-level correspondence set \( \mathcal{M} \) is expanded to its corresponding 3D patch, both in geometry space \( \mathcal{M} = \{C^c_s, C^c_t\} \), feature space \( \mathcal{M} = \{F^c_s, F^c_t\} \), and normalized clustering scores \( \mathcal{M} = \{S^c_s, S^c_t\} \). For computational efficiency, every patch samples the \( K \) number of points based on the probability. Similar to cluster-level prediction, given a pair of overlapped patches \( \{C^c_s, F^c_s, S^c_s\} \) and \( \{C^c_t, F^c_t, S^c_t\} \), extracting point correspondences is to match two smaller corresponded scale point clouds \( \{C^c_s, C^c_t\} \) by solving an optimization problem:

\[
\min_{\Gamma^s} \langle D^s, \Gamma^s \rangle, \quad \text{s.t.}, \quad \Gamma^s 1_K = S^c_s, \quad \Gamma^s 1_K = S^c_t,
\]

where each \( \Gamma^s = \Gamma^s_{kl} \) represents an assignment matrix and \( D^s = \|D^s_{kl}\| \) with \( D^s_{kl} = \|F^c_s(k) - F^c_t(l)\|_2 \). After
reaching $\Gamma^i$, we select correspondences from $(C^i_r, C^i_l)$ with maximum confidence score for each row of $\Gamma^i$. We denote each correspondence set extracted from a pair of patches as $M^i=\{(p^i_j, C^i_r), p^i_j \in C^i_l\}, i=1, 2, \ldots, K$. $j = \arg \max_{x} \Gamma^i_{t, k}$. The final point correspondence set $M$ consists of the union of all the obtained patch-level correspondence sets $M^i$. Following [4, 51], a variant of RANSAC [16] that is specialized to 3D registration takes $M$ as an input to estimate the transformation.

3.3. Consistency-Based Unsupervised Learning

Self-Consistency Loss. Our self-consistency loss encourages point clouds to share an identical posterior distribution in coordinate and feature spaces. It can be directly used without using any data augmentation. Because training the network parameters is equivalent to optimizing the $\Theta^s$ and $\Theta^t$, the GMMs parameters can be fitted to the observed data points via maximizing the log-likelihood of samples to $\Theta^s$ and $\Theta^t$. However, the log-likelihood function is unstable in the training processing since its value goes to infinity for a specific combination of means and some degenerating covariance matrices. To avoid covariance degeneration, we approximate the probabilities of points belonging to each cluster based on their distance to the centroids estimated by Eq. (1) under the constraints of the mixture weights. We denote the empirical distribution matrices of $\mathcal{P}^s$ and $\mathcal{P}^t$ as $\gamma^s = \{\gamma^s_{ij}\}$ and $\gamma^t = \{\gamma^t_{ij}\}$. This results in the following optimization objective:

$$
\begin{align*}
\min_{\gamma^t} & \sum_{i,j} \gamma^s_{ij} \|p^s_i - \mu^s_j\|^2, \\
\text{s.t.} & \sum_i \gamma^s_{ij} = N, \sum_j \gamma^s_{ij} = 1, \gamma_{ij} \in [0, 1],
\end{align*}
$$

where $x \in \{s, t\}$, $\gamma_{ij} = 1$ is based on the property of the probability that the sum of all the probabilities for all possible events is equal to one. $\sum_i \gamma^s_{ij} = N_x \pi^s_j$ is the constraints of the mixture weights. We address the minimization of Eq. (6) by adopting an efficient version of the Sinkhorn algorithm [11]. Coordinate and feature spaces share an identical posterior distribution means that $S^x$ and $\gamma^s$ should be equal, which leads to a cross-entropy loss. Our self-consistency loss is thus formulated as follows:

$$
\mathcal{L}_{sc} = -\sum_{ij} \gamma^s_{ij} \log s^t_{ij} - \sum_{ij} \gamma^t_{ij} \log s^t_{ij},
$$

Cross-Consistency Loss. The described self-consistency loss only encourages the learned representation to be spatially sensitive, but it cannot ensure that the learned features be transformation invariant. Therefore, we introduce a cross-consistency loss to encourage the network to learn transformation-invariant feature representations. Our cross-consistency loss is based on the fact that the cluster labeling should not change if the points are rigidly transformed. This fact means that if points $p^i \in \mathcal{P}^s$ and $p^t \in \mathcal{P}^t$ belong to the same cluster, they should share the same cluster centroid. Therefore, the cross-consistency loss can make full use of the information from both aligned point clouds. Concretely, for two input features sets ($\mathcal{F}^s, \mathcal{F}^t$), and two probability matrices ($S^s, S^t$), we obtain a new feature set $\mathcal{F}' = \text{cat} (\mathcal{F}^s, \mathcal{F}^t)$ and a probability matrix $\mathcal{S}' = \text{cat} (S^s, S^t)$, cat($\cdot$) means concatenation. We assume the current estimated rotation and translation are $R$ and $t$. We define $\mathcal{P}' = \mathcal{R}\mathcal{P} + t$ and $\mathcal{P} = \text{cat} (\mathcal{P}', \mathcal{P}')$. Then, we calculate the parameters of global GMMs in both feature and euclidean spaces as:

$$
\pi_j = \frac{\sum_i s_{ij}}{N}, \mu^f_j = \frac{\sum_i s_{ij} f_i}{\pi_j N}, \mu^e_j = \frac{\sum_i s_{ij} p_i}{\pi_j N},
$$

where $N = N_s + N_t$. To avoid two aligned point clouds being grouped into separate clusters, we assume that clustering satisfies two constraints:

- GMMS are coupled with approximate uniform mixing weights in coordinate and feature spaces.
- If a point $p_i$ belongs to partition $j$, point $p_t$ and its coupled centroid should have the shortest distance.

Let $\gamma = \{\gamma_{ij}\}$ to be the empirical probability matrix. The two constraints can then be ensured by minimizing the following objective:

$$
\begin{align*}
\min_{\gamma} & \sum_{ij} \left( \lambda_i \|p_i - \mu^s_j\|^2 + \lambda_j \|f_i - \mu^t_j\|^2 \right) \gamma_{ij}, \\
\text{s.t.} & \sum_i \gamma_{ij} = 1, \sum_j \gamma_{ij} = \frac{N}{L}, \gamma_{ij} \in [0, 1],
\end{align*}
$$

where $\lambda \in [0, 1]$ are learned parameters. After solving Eq. (8), we then infer our cross-consistency loss as:

$$
\mathcal{L}_{cc}(\gamma, S) = -\sum_{ij} \gamma_{ij} \log s_{ij},
$$

which corresponds to the minimization of the standard cross-entropy loss between $\gamma$ and predictions $S$.

Local Contrastive Loss. The local neighbors provide essential information for feature learning on the objects of the point clouds [26]. For instance, occlusions and holes always occur in objects in indoor and outdoor scenes [26]. If the network captures the local structure information from other complete objects, it can boost the model robustness on incomplete objects during training. While the local descriptors of the point clouds mainly derive from the points and their neighbors [26], which motivates us to model the local information of the point cloud by introducing local contrastive loss. Specifically, given a centroid $\mu^x_i$ of point cloud $\mathcal{P}^x$ with $x \in \{s, t\}$, we search its nearest point $p^x_i$ and associated feature vector $f^x_i$ by the point-wise Euclidean distance. Based on this, we construct the local contrastive loss $\mathcal{L}_{lc}$, following InfoNCE [46] by pulling $f^x_i$ close to $\mu^x_i$, while pushing it away from the neighbor vector of other points. We also encourage $\mu^s_i$ and $\mu^t_i$ to be similar:
\[ L_{ic} = -\frac{1}{L} \sum_{i=1}^{L} \log \frac{\exp \left( \mu_i^l \mu_i^t \right)}{\sum_{j=1}^{L} \exp \left( \mu_j^l \mu_j^t \right)} - \]
\[ -\frac{1}{L} \sum_{i=1}^{L} \log \left( \sum_{j=1}^{L} \exp \left( \mu_j^l f_i^t \right) \sum_{j=1}^{L} \exp \left( \mu_j^l f_i^t \right) \right). \]

Thus, the final loss is the combination of self-consistency loss, cross-consistency loss, and local contrastive loss as:

\[ L = L_{sc} + L_{cc} + L_{ic}. \]

In particular, different from most existing methods, the correspondence or pose between two partially overlapping point clouds is unknown in our training process.

4. Experiments

We conduct extensive experiments to evaluate the performance of our method on the real datasets 3DMatch [53] and 3DLoMatch [19], as well as on the synthetic datasets ModelNet [45] and ModelLoNet [19].

4.1. Implementation Details

Our method is implemented in PyTorch and was trained on one Quadro GV100 GPU (32G) and two Intel(R) Xeon(R) Gold 6226 CPUs. We used the AdamW optimizer with an initial learning rate of $1e^{-4}$ and a weight decay of $1e^{-6}$. We adopted the similar encoder and decoder architectures used in [37]. For the 3DMatch dataset, we trained for 200 epochs with a batch size of 1, halving the learning rate every 100 epochs. On 3DMatch and 3DLoMatch, we set $L=128$ with truncated patch size $K=64$. On ModelNet and ModelLoNet, we set $L=64$ with truncated patch size $K=32$. The cluster head MLP consists of 3 fully connected layers. Each layer is composed of a linear layer followed by batch normalization. The hidden layer and the final linear layer output dimension are 512 and clusters, respectively. Except for the final layer, each layer has a LeakyReLU activation.

4.2. Evaluation on 3DMatch and 3DLoMatch

Datasets and Metrics. 3DMatch [53] and 3DLoMatch [19] are two widely used indoor datasets with more than 30% and 10%–30% partially overlapping scene pairs, respectively. 3DMatch contains 62 scenes, from which we use 46 for training, 8 for validation, and 8 for testing. The test set contains 1,623 partially overlapping point cloud fragments and their corresponding transformation matrices. We used training data preprocessed by [19] and evaluated with both the 3DMatch and 3DLoMatch protocols. Each input point cloud contains an average of about 20,000 points. We performed training data augmentation by applying small rigid perturbations, jittering the point locations, and shuffling points. Following REGTR [50] and SGP [48], we evaluated the Relative Rotation Errors (RRE) and Relative Translation Errors (RTE) that measure the accuracy of successful registrations. We also assessed Registration Recall (RR), the fraction of point cloud pairs whose transformation error is smaller than a threshold (i.e., 0.2m).

Baselines. We chose supervised state-of-the-art (SOTA) methods: OMNet [47], FCGF [10], D3Feat [3], SpinNet [1], Predator [19], REGTR [50], CoFiNet [51], and Geo-Transformer [37], as well as unsupervised PFFFoldNet [12] and SGP [48] as our baselines.

Registration Results. The results of various methods are shown in Table 1, where the best performance is highlighted in bold while the best-unsupervised results are marked with an underline. For both 3DMatch and 3DLoMatch, our method outperforms all unsupervised methods and achieves the lowest average rotation (RRE) and translation (RTE) errors across scenes. Our method also achieves the highest average registration recall, which reflects the final performance on point cloud registration (91.4% on 3DMatch and 64.3% on 3DLoMatch). Specifically, UDPReg largely exceeds the previous winner and our closest competitor, SGP.
We chose recent supervised SOTA methods: Baselines.

We train only on ModelNet40 with 1,024 points followed by cropping and sub-sampling into two partial overlap settings: ModelNet and ModelLoNet. We follow [50] contains a lower 53.6% average overlap. We train only on ModelNet40 [45] contains 12,311 meshed CAD models from 40 categories. Following the data setup in [19, 50], each point cloud is sampled from meshed CAD models from 40 categories. Following the translation criteria. It is worth noting that RPM-Net [49] also achieves competitive results. Specifically, our UDPReg outperforms the correspondence-based CEMNet, RIENet [38] and UGMM [20] in all metrics under both normal overlap (ModelNet) and low overlap (ModelLoNet) regimes. Compared with supervised methods, our approach also achieves competitive results. Specifically, our UDPReg outperforms all previous methods regarding rotation and translation criteria. It is worth noting that RPM-Net [49] additionally uses surface normals and is trained with transformation information. Despite this, the UDPReg still performs better. In addition to the quantitative results, Fig. 4 shows results on ModelNet with more than 70.0% partial overlap scenarios. Even compared with unsupervised methods, our approach reduces the overlap error by about 5.9% and (39.4% RR on 3DMatch) by 24.9%. Interestingly, our method also exceeds some supervised methods, e.g., GMM, FCGF, D3Feat, DGR, and Predator1K, showing its efficacy in both high- and low-overlap scenarios. Even compared with recent supervised SOTA methods, our method achieves competitive results. Figs. 2 and 3 show examples of qualitative results on both 3DMatch and 3DLoMatch. GT indicates ground truth. SGP failed in one case of Fig. 2 on 3DMatch and failed in two cases of Fig. 3 on 3DLoMatch, but our method succeeded in all cases. This is because our unsupervised method can learn more discriminative features and our matching strategy can deal with partial overlap registration, which further shows the effectiveness of UDPReg.

### 4.3. Evaluation on ModelNet40

**Datasets and Metrics.** ModelNet40 [45] contains 12,311 meshed CAD models from 40 categories. Following the data setup in [19, 50], each point cloud is sampled from ModelNet40 with 1,024 points followed by cropping and sub-sampling into two partial overlap settings: ModelNet has 73.5% pairwise overlap on average, and ModelLoNet contains a lower 53.6% average overlap. We train only on ModelNet and generalize to ModelLoNet. We follow [50] and measure the performance using Relative Rotation Error (RRE) and Relative Translation Error (RTE) on all point clouds and as Chamfer distance (CD) between scans.

**Baselines.** We chose recent supervised SOTA methods: DCP-v2 [43], OMNet [47], RPM-Net [49], Predator [19], REGTR [50], CoFiNet [51], and GeoTransformer [37], as well as unsupervised method RIENet [38] and UGMM [20] as our baselines. For traditional methods, we choose point-level methods ICP [5] and FGR [56], as well as probabilistic methods CPD [34], GMMReg [22], SVR [7], and FilterReg [18] as baselines. For Predator, RPM-Net, OMNet, and REGTR, we use the results provided in REGTR. In REGTR, Predator samples 450 points in the experiment, and OMNet obtained a slightly improved result in all categories. We utilize the codes provided by the authors for probabilistic methods. To improve the results for partial registration, we replace PointNet with DGCNN in DeepGMR. Additionally, we use Open3D for ICP and FGR.

**Registration Results.** Table 2 reports registration results on ModelNet40, in which the best results for each criterion are labeled in bold, and the best results by unsupervised methods are underlined. We compare against the recent unsupervised [38] and supervised [19, 37, 43, 47, 50, 51] methods. When compared with unsupervised methods, our UDPReg outperforms the correspondence-based CEMNet, RIENet and GMM-based UGMM [20] in all metrics under both normal overlap (ModelNet) and low overlap (ModelLoNet) regimes. Compared with supervised methods, our approach also achieves competitive results. Specifically, our UDPReg outperforms all previous methods regarding rotation and translation criteria. It is worth noting that RPM-Net [49] additionally uses surface normals and is trained with transformation information. Despite this, the UDPReg still performs better. In addition to the quantitative results, Fig. 4 shows results on ModelNet with more than 70.0% partial
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Table 2. Results on both ModelNet and ModelLoNet datasets. The best results for each criterion are labeled in bold, and the best results of unsupervised methods are underlined.

<table>
<thead>
<tr>
<th>Method</th>
<th>ModelNet</th>
<th>ModelNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RRE ↓</td>
<td>RTE ↓</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional Methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICP [5]</td>
<td>13.74</td>
<td>0.132</td>
</tr>
<tr>
<td>FGR [56]</td>
<td>28.68</td>
<td>0.160</td>
</tr>
<tr>
<td>CPD [34]</td>
<td>14.17</td>
<td>0.139</td>
</tr>
<tr>
<td>GMMReg [22]</td>
<td>16.41</td>
<td>0.163</td>
</tr>
<tr>
<td>SVR [7]</td>
<td>14.40</td>
<td>0.140</td>
</tr>
<tr>
<td>FilterReg [18]</td>
<td>24.07</td>
<td>0.193</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>ModelLoNet</th>
<th>ModelLoNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RRE ↓</td>
<td>RTE ↓</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervised Methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCP-v2 [43]</td>
<td>11.98</td>
<td>0.171</td>
</tr>
<tr>
<td>DeepGMR [52]</td>
<td>7.871</td>
<td>0.108</td>
</tr>
<tr>
<td>OMNet [47]</td>
<td>2.947</td>
<td>0.032</td>
</tr>
<tr>
<td>RPM-Net [49]</td>
<td>1.712</td>
<td>0.018</td>
</tr>
<tr>
<td>Predator [19]</td>
<td>1.739</td>
<td>0.019</td>
</tr>
<tr>
<td>GeoTrans [37]</td>
<td>2.145</td>
<td>0.020</td>
</tr>
<tr>
<td>REGTR [50]</td>
<td>1.473</td>
<td>0.014</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>ModelLoNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RRE ↓</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional Methods</td>
<td></td>
</tr>
<tr>
<td>CC + SC + LC</td>
<td>6.985</td>
</tr>
<tr>
<td>SC</td>
<td>5.898</td>
</tr>
<tr>
<td>LC</td>
<td>7.871</td>
</tr>
<tr>
<td>CC + LC</td>
<td>3.742</td>
</tr>
<tr>
<td>CC + SC</td>
<td>3.421</td>
</tr>
<tr>
<td>CC + SC + LC</td>
<td>1.331</td>
</tr>
</tbody>
</table>

Table 3. The results of different combinations of loss functions in both ModelNet and ModelLoNet datasets. The best results for each criterion are labeled in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>ModelNet</th>
<th>ModelNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RRE ↓</td>
<td>RTE ↓</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsupervised Methods</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEMNet [23]</td>
<td>2.575</td>
<td>0.019</td>
</tr>
<tr>
<td>RIENet [38]</td>
<td>2.447</td>
<td>0.018</td>
</tr>
<tr>
<td>UGMM [20]</td>
<td>13.65</td>
<td>0.124</td>
</tr>
<tr>
<td>UDPReg (Ours)</td>
<td><strong>1.331</strong></td>
<td><strong>0.011</strong></td>
</tr>
</tbody>
</table>

---

Figure 3. Example qualitative registration results for 3DLoMatch. The unsuccessful cases are enclosed in red boxes.
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Figure 4. Registration results of different methods on ModelNet with more than 70% partial overlaps.
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Figure 5. Registration results of different methods on ModelLoNet with more than 50% partial overlaps.

We also offer registration results for ModelLoNet with more than 50.0% partial overlap in Fig. 5. Compared with the recent SOTA unsupervised method RIENet, our UDPReg recovers the transformation more accurately on the challenging dataset ModelLoNet.

Loss Functions. We trained our model with different combinations of the local contrastive loss (LC), cross consistency loss (CC), and self-consistency loss (SC), where the experiments were conducted on both ModelNet and ModelLoNet. Table 3 shows that the cross-consistency, self-consistency, and local contrastive losses can boost registration precision. Specifically, for a single loss, self-consistency loss archives the best results, and local contrastive loss performs worse on all metrics on both datasets.

Influence of the Number of Clusters. We assess the effect of the number of clusters $L$ for ModelNet and ModelLoNet. We trained UDPReg with different values of $L$, from 4 to 160, and report the results in Table 4. UDPReg achieves the best results with $L=64$ on both benchmarks. The results are stable for $16 \leq L \leq 96$. This suggests that the number of clusters has little influence as long as there are “enough”.

Importance of Individual Modules. In the registration process, UDPReg extracts hierarchical correspondences from clusters to points. Therefore, we further explore the efficiency of the hierarchical registration strategy. Table 5 reports the results on ModelNet and ModelLoNet, where Cluster, Point, and Cluster-Point indicate distribution-level, point-level, and distribution-based point-level correspondences, respectively. In the first experiment, we only used distribution-level correspondences for point cloud registration. Unsurprisingly, it performs worse on all metrics, indicating UDPReg benefits from point-level matching. In the second experiment, we directly predict the point-level correspondences to estimate transformation by performing feature matching. Its performance is still worse than that of the hierarchical registration strategy, further showing the effectiveness of our correspondence prediction strategy.

5. Conclusion

This paper presents a distribution consistency-based unsupervised deep probabilistic registration framework. One of the advantages of this method is that it extends the probabilistic registration to handle point cloud registration with partial overlaps by adopting the Sinkhorn algorithm to predict distribution-level correspondences. Moreover, we propose self-consistent, cross-consistent, and local-contrastive losses to train feature extractors in an unsupervised manner. Experiments demonstrate that the proposed algorithm achieves the best performance.
References


[27] Weifeng Li, Zhuoran Jiang, Kaiyue Chu, Jianhua Jin, Yun Ge, and Jing Cai. A noninvasive method to reduce radiotherapy positioning error caused by respiration for patients with abdominal or pelvic cancers. TCRT, 18, 2019.


[34] Andriy Myronenko and Xubo Song. Point set registration: Coherent point drift. TPAMI, 32(12):2262–2275, 2010. 2, 7


[38] Yaqi Shen, Le Hui, Haobo Jiang, Jin Xie, and Jian Yang. Reliable inlier evaluation for unsupervised point cloud registration. AAAI, 2022. 1, 2, 7


[42] Rendong Wang, Youchun Xu, Miguel Angel Sotelo, Yulin Ma, Thompson Sarkodie-Gyan, Zhixiong Li, and Weihua Li. A robust registration method for autonomous driving pose estimation in urban dynamic environment using lidar. Electronjcs, 8(1):43, 2019. 1


