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Abstract

Cascaded computation, whereby predictions are recur-
rently refined over several stages, has been a persistent
theme throughout the development of landmark detection
models. In this work, we show that the recently proposed
Deep Equilibrium Model (DEQ) can be naturally adapted
to this form of computation. Our Landmark DEQ (LDEQ)
achieves state-of-the-art performance on the challenging
WFLW facial landmark dataset, reaching 3.92 NME with
fewer parameters and a training memory cost of O(1) in
the number of recurrent modules. Furthermore, we show
that DEQs are particularly suited for landmark detection
in videos. In this setting, it is typical to train on still im-
ages due to the lack of labelled videos. This can lead to
a “flickering” effect at inference time on video, whereby a
model can rapidly oscillate between different plausible so-
lutions across consecutive frames. By rephrasing DEQs as
a constrained optimization, we emulate recurrence at infer-
ence time, despite not having access to temporal data at
training time. This Recurrence without Recurrence (RwR)
paradigm helps in reducing landmark flicker, which we
demonstrate by introducing a new metric, normalized mean
flicker (NMF), and contributing a new facial landmark
video dataset (WFLW-V) targeting landmark uncertainty.
On the WFLW-V hard subset made up of 500 videos, our
LDEQ with RwR improves the NME and NMF by 10 and
13% respectively, compared to the strongest previously pub-
lished model using a hand-tuned conventional filter.

1. Introduction

The field of facial landmark detection has been fueled
by important applications such as face recognition [49,71],
facial expression recognition [33, 37, 39,43, 79], and face

alignment [55,87,89]. Early approaches to landmark detec-
tion relied on a statistical model of the global face appear-
ance and shape [19,20,25], but this was then superseded by
deep learning regression models [21,26,34,40,44,46,54,63,

,09,73,75,77]. Both traditional and modern approaches
have relied upon cascaded computation, an approach which
starts with an initial guess of the landmarks and iteratively
produces corrected landmarks which match the input face
more finely. These iterations typically increase the train-
ing memory cost linearly, and do not have an obvious stop-
ping criteria. To solve these issues, we adapt the recently
proposed Deep Equilibrium Model [9-11] to the setting of
landmark detection. Our Landmark DEQ (LDEQ) achieves
state-of-the-art performance on the WFLW dataset, while
enjoying a natural stopping criteria and a memory cost that
is constant in the number of cascaded iterations.

Furthermore, we explore the benefits of DEQs in land-
mark detection from facial videos. Since obtaining land-
mark annotation for videos is notoriously expensive, mod-
els are virtually always trained on still images and ap-
plied frame-wise on videos at inference time. When a
sequence of frames have ambiguous landmarks (e.g., oc-
cluded faces or motion blur), this leads to flickering land-
marks, which rapidly oscillate between different possible
configurations across consecutive frames. This poor tem-
poral coherence is particularly problematic in applications
where high precision is required, which is typically the case
for facial landmarks. These applications include face trans-
forms [1, 2], face reenactment [84], video emotion recogni-
tion [33,37,39,79], movie dubbing [28] or tiredness mon-
itoring [35]. We propose to modify the DEQ objective at
inference time to include a new recurrent loss term that en-
courages temporal coherence. We measure this improve-
ment on our new WFLW-Video dataset (WFLW-V), demon-
strating superiority over traditional filters, which typically
reduce flickering at the cost of reducing landmark accuracy.
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Figure 1. (a) Common Stacked-Hourglass architecture [51], whereby each cascaded stage increases the memory cost and the number of
backpropagation operations. (b) Our LDEQ model, which adapts an equilibrium model [9] to the landmark detection setting, enjoying
a constant memory cost with the number of refining stages. At each stage, we compute landmark probability heatmaps, and encourage
convergence to an equilibrium by lowering their entropy. We release our code here: https://github.com/polo5/LDEQ_RwR.

2. Related work

Deep Equilibrium Models [9] are part of the family of
implicit models, which learn implicit functions such as the
solution to an ODE [17,24], or the solution to an optimiza-
tion problem [3,22,72]. These functions are called implicit
in the sense that the output cannot be written as a function
of the input explicitly. In the case of DEQs, the output is
the root of a function, and the model learned is agnostic to
the root solver used. Early DEQ models were too slow to be
competitive, and much work since has focused on better ar-
chitecture design [10] and faster root solving [11,27,29].
Since the vanilla formulation of DEQs does not guaran-
tee convergence or uniqueness of an equilibrium, another
branch of research has focused on providing convergence
guarantees [52, 56, 74], which usually comes at the cost of
a performance drop. Most similar to our work is the recent
use of DEQs for videos in the context of optical flow esti-
mation [8], where slightly better performance than LSTM-
based models was observed.

A common theme throughout the development of land-
mark detection models has been the idea of cascaded com-
pute, which has repeatedly enjoyed a better performance
compared to single stage models [71]. This is true in
traditional models like Cascaded Pose Regression (CPR)
[7,15,23,65,78], but also in most modern landmark de-
tection models [34,40,42,69,73,75,80], which usually rely
on the Stacked-Hourglass backbone [51], or an RNN struc-
ture [41,66]. In contrast to these methods, our DEQ-based
model can directly solve for an infinite number of refine-

ment stages at a constant memory cost and without gradient
degradation. This is done by relying on the implicit func-
tion theorem, as opposed to tracking each forward opera-
tion in autograd. Furthermore, our model naturally supports
adaptive compute, in the sense that the number of cascaded
stages will be determined by how hard finding an equilib-
rium is for a specific input, while the number of stages in,
say, the Stacked-Hourglass backbone, must be constant at
all times.

Our recurrence without recurrence approach is most
closely related to test time adaption methods. These have
been most commonly developed in the context of do-
main adaptation [64,70], reinforcement learning [32], meta-
learning [86], generative models [36, 50], pose estimation
[45] or super resolution [6]. Typically, the methods above
finetune a trained model at test time using a form of self-
supervision. In contrast, our model doesn’t need to be fine-
tuned at test time: since DEQs solve for an objective func-
tion in the forward pass, this objective is simply modified at
test time.

3. DEQs for landmark detection

Consider learning a landmark detection model F' param-
eterized by 6, which maps an input image « to landmarks
z. Instead of directly having z as 2D landmarks, it is com-
mon for z to represent L heatmaps of size D x D, where
D is a hyperparameter (usually 64) and L is the number of
landmarks to learn. While typical machine learning mod-
els can explicitly write down the function z = F(x;0), in
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the DEQ approach this function is expressed implicitly by
requiring its output to be a fixed point of another function

f(z,x;0):
F:x—2z" st 2"=f(z"2;0) (D

where z* denotes the fixed point, or equivalently the root of
g(x,2;0) = f(z,x;0) — z. The function f must have in-
puts and outputs of similar shape, but beyond this restriction
there is still limited understanding of its desired properties
in machine learning. For simplicity, we build f from the
ubiquitous hourglass module h (similar to a Unet):

f(z,2;0) = o(h([z, z];0)) (2)

where h inputs the concatenation of x and z, and o is a
normalization function. For clarity, we omit from our nota-
tion that image x is downsampled with a few convolutions
to match the shape of z.

To evaluate f in the forward pass, we must solve for
its fixed point z*. When f is a contraction mapping,
fofofo--ofoz® converges to a unique z* for any
initial heatmap z(?). In practice, it is neither tractable or
helpful to directly take an infinite number of fixed point it-
eration steps. Instead, it is common to achieve the same re-
sult by leveraging quasi Newtonian solvers like Broyden’s
method [13] or Anderson acceleration [4], which find z* in
fewer iterations. Similarly to the original DEQ model, we
use 2(9) = 0 when training our LDEQ on still images.

Guaranteeing the existence of a unique fixed point by
enforcing contraction restrictions on f is cumbersome, and
better performance can often be obtained by relying on
regularization heuristics that are conducive to convergence,
such as weight normalization and variational dropout [10].
In our landmark model, we did not find these tricks helpful,
and instead used a simple normalization of the heatmaps to
[0, 1] at each refining stage:

z— max(z)) )

o(z) = exp ( -

where 7' is a temperature hyperparameter. This layer also
acts as an entropy regularizer, since it induces low-entropy
(“peaked”) heatmaps, which we found to improve conver-
gence of root solvers.

We contrast our model in Fig. 1 to the popular Stacked-
Hourglass backbone [51]. Contrary to this model, our
DEQ-based model uses a single hourglass module which
updates z until an equilibrium is found. The last pre-
dicted heatmaps, z*, are converted into 2D landmark points
p = ®(z*) using the softargmax function ®(z) proposed
in [48]. These points are trained to match the ground truth
P, and so the DEQ landmark training problem can be seen
as a constrained optimization:

0* = argmin Lysg (P(2%),p)
0 “4)
st 2% = f(2*,x;0)

To differentiate our loss function Lysg through this root
solving process, the implicit function theorem is used [9]
to derive

6[,]\/[5]3 _ _6£MSE 1 8f(z*, €T, 0)

00 Oz* V9% 00

®)

where the first two terms on the RHS can be expressed as
the solution to a fixed point problem as well. Solving for
this root in the backward pass means that we do not need to
compute or store the expensive inverse Jacobian term g;l*
directly [9, 90]. Importantly, this backward-pass computa-
tion only depends on z* and doesn’t depend on the opera-
tions done in the forward pass to reach an equilibrium. This
means that these operations do not need to be tracked by
autograd, and therefore that training requires a memory cost
of O(1), despite differentiating through a potentially infinite
recurrence.

4. Recurrence without recurrence

Low temporal coherence (i.e. a large amount of flicker)
is illustrated in Fig. 2. This can be a nuisance for many
applications that require consistently precise landmarks for
video. In this section, we describe how our LDEQ model
can address this challenge by enabling recurrence at test
time without recurrence at training time (RwR).

Recall that in the DEQ formulation of Sec. 3, there is
no guarantee that a unique fixed point solution exists. This
can be a limitation for some applications, and DEQ variants
have been proposed to allow provably unique solutions at
the cost of additional model complexity [53, 74]. In this
work, we instead propose a new paradigm: we leverage the
potentially large solution space of DEQs after training to
allow for some additional objective at inference time. This
new objective is used to disambiguate which fixed point of
f(z,2;6*) is found, in light of extra information present
at test time. We demonstrate this approach for the specific
application of training a landmark model on face images
and evaluating it on videos. In this case, DEQs allow us to
include a recurrent loss term at inference time, which isn’t
achievable with conventional architectures.

Let f(z,x; 6*) be our DEQ model trained as per the for-
mulation in Eq. (4). We would now like to do inference on
a video of N frames x1, ®o, - - - ,x . Consider that a given
frame «,, has a corresponding set of fixed points Z} =
{z st. f(z,x,;0") = z}, representing plausible land-
mark heatmaps. If we select some z;; € Z at random for
each frame n, the corresponding heatmaps 27, 25, -+ , 2}
often exhibit some flickering artefacts, whereby landmarks
rapidly change across contiguous frames (see Fig. 2). We
propose to address this issue by choosing the fixed point at
frame n that is closest to the fixed point at frame n — 1. This
can be expressed by the following constrained optimization:
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Figure 2. Model predictions (A) and ground truth landmarks (¢) for (a) a model with high temporal coherence and (b) a model with the
same accuracy but exhibiting a worse temporal coherence, due to ambiguity at the chin. This causes flickering around the ground truth,
as illustrated in the landmark trajectory (right). This flickering is common when video frames are evaluated individually, as opposed to

recurrently.

z :argmin||z—z;71||§ (6a)
z
st f(z,@,;0%) =2z (6b)

The problem above is equivalent to solving for the saddle
point of a Lagrangian as follows:

minmax”z—z271||§+)\T(f(z,wn;0*) —-z) ()
z A

where A are Lagrange multipliers. Effectively, we are us-
ing the set of fixed points Z in Eq. (6b) as the trust region
for the objective in Eq. (6a). In practice, adversarial opti-
mization is notoriously unstable, as is typically observed in
the context of GANs [5,30,62]. Furthermore, this objective
breaks down if Z = ) for any x,,. We can remedy both of
these problems by relaxing the inference time optimization
problem to:

min | (z,2,:0%) ~ 2[5+ 5 [z~ z ], ®

where « is a hyperparameter that trades off fixed-point
solver error vs. the shift in heatmaps across two consecu-
tive frames. This objective can be more readily tackled with
Newtonian optimizers like L-BFGS [47]. When doing so,
our DEQ at inference time can be described as a form of
OptNet [3], albeit without any of the practical limitations
(e.g., quadratic programs) related to making gradient calcu-
lations cheap.

Converting our root solving problem into an optimiza-
tion problem during the forward pass of each frame can sig-
nificantly increases inference time. Thankfully, the objec-
tive in Eq. (8) can also be solved by using root solvers. First,
note that it is equivalent to finding the MAP estimate given
a log likelihood and prior:

log p(@n|2;0°) o — || f(z, @5 0%) — 2[l; (%)
p(z) = N(z;2p_1,a7 1) (9b)

It has been demonstrated in various settings that this prior,
when centered on the initialization to a search algorithm,
can be implemented by early stopping this algorithm [12,
31, 58,61]. As such, we can approximate the solution
to Eq. (6a-6b) by simply initializing the root solver with
z,(lo) = z}_; (“reuse”) and imposing a hard limit on the
number of steps that it can take (“early stopping”). We call
this approach Recurrence without Recurrence (RwR), and
illustrate it in Fig. 3.

5. Video landmark coherence

In this section we describe the metric (NMF) and
the dataset (WFLW-V) that we contribute to measure the
amount of temporal coherence in landmark videos. These
are later used to benchmark the performance of our RwR
paradigm against alternatives in Sec. 6.2.

5.1. NMF: a metric to track temporal coherence

The performance of a landmark detection model is typ-
ically measured with a single metric called the Normal-
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Figure 3. Recurrence without recurrence (RwR) on video data, from an LDEQ that was trained on still images. We use the initialization

20 = 0

= O for the first frame, and then reuse z,,

= z;,_; forn > 1. Combined with early stopping, this is equivalent to regularizing the

fixed point z,, so that it is more temporally coherent with all its predecessors.

ized Mean Error (NME). Consider a video sequence of IV
frames, each containing L ground truth landmarks. A single
landmark point is a 2D vector denoted p,, ; € R?2, where n
and [ are the frame and landmark index respectively. Let
Tn,l = Pn, — Dn, be the residual vector between ground
truth landmarks and predicted landmarks p,, ;. The NME
simply averages the /5 norm of this residual across all land-
marks and all frames:

NME,, — Z ”r“” (10a)
l 1
1
NME = — nz::l NME,, (10b)

Here dj is usually the inter-ocular distance, and aims to
make the NME better correlate with the human perception
of landmark error. We argue that this metric alone is insuf-
ficient to measure the performance of a landmark detector
in videos. In Fig. 2 we show two models of equal NME but
different coherence in time, with one model exhibiting flick-
ering between plausible hypotheses when uncertain. This
flickering is a nuisance for many applications, and yet is not
captured by the NME. This is in contrast to random noise
(jitter) which is unstructured and already reflected in the
NME metric.

To measure temporal coherence, we propose a new met-
ric called the Normalized Mean Flicker (NMF). We design
this metric to be orthogonal to the NME, by making it ag-
nostic to the magnitude of 7, ;, and only focusing on the

change of 7,,; across consecutive frames:

NME, = ZHT’” ol gy

F

1
NMF =, | — ) NMF? 11b
N; 2 (11b)

We replace the means in the NME with a root mean square
to better represent the human perception of flicker. Indeed,
this penalizes a short sudden changes in 7,,; compared to
the same change smoothed out in time and space. The value
d? is chosen to be the face area. This prevents a long term
issue with the NME score, namely the fact that large poses
can have an artificially large NME due to having a small dj.

5.2. A new landmark video dataset: WFLW-V

Due to the tedious nature of producing landmark anno-
tations for video data, there are few existing datasets for
face landmark detection in videos. Shen et al. have pro-
posed 300-VW [60], a dataset made up of ~ 100 videos us-
ing the 68-point landmark scheme from the 300-W dataset
[57]. Unfortunately, two major issues make this dataset
unpopular: 1) it was labelled using fairly weak models
from [18] and [67] which results in many labelling errors
and high flicker (see Appendix B), and 2) it only contains
100 videos of little diversity, many of which being from the
same speaker, or from different speakers in the same en-
vironment. Taken together, these two issues mean that the
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Figure 4. Example of ground truth labels (*) obtained semi-automatically from an ensemble of 45 models (A). Ensembling these diverse
models provides ground truth labels that do not flicker and can thus be used to measure flickering against. Note how landmark points with
the most uncertainty are the most prone to having flickering predictions across consecutive frames.

performance of modern models on 300-WV barely corre-
lates with performance on real-world face videos.

We propose a new video dataset for facial landmarks:
WFLW-Video (WFLW-V). It consists of 1000 Youtube
creative-commons videos (i.e., an order of magnitude more
than its predecessor) and covers a wide range of people, ex-
pressions, poses, activities and background environments.
Each video is 5s in length. These videos were collected by
targeting challenging faces, where ground truth landmarks
are subject to uncertainty. The dataset contains two subsets,
hard and easy, made up of 500 videos each. This allows de-
bugging temporal filters and smoothing techniques, whose
optimal hyperparameters are often different for videos with
little or a lot of flicker. This split was obtained by scraping
2000 videos, and selecting the top and bottom 500 videos
based on the variance of predictions in the ensemble. To
evaluate a landmark model on the WFLW-V dataset, we
train it on the WFLW training set, and evaluate it on all
WFLW-V videos. This pipeline best reflects the way large
landmark models are trained in the industry, where labelled
video data is scarce.

Contrary to the 68-landmark scheme of the 300-VW
dataset, we label videos semi-automatically using the more
challenging 98-landmark scheme from the WFLW dataset
[75], as it is considered the most relevant dataset for fu-
ture research in face landmark detection [38]. To produce
ground truth labels, we train an ensemble of 45 state-of-
the-art models using a wide range of data augmentations

of both the test and train set of WFLW (amounting to
10,000 images). We use a mix of large Unets, HRNets
[63] and HRFormers [83] to promote landmark diversity.
The heatmaps of these models are averaged to produce the
ground truth heatmap, allowing uncertain models to weight
less in the aggregated output. Ensembling models provides
temporal coherence without the need for using hand-tuned
filtering or smoothing, which are susceptible to misinter-
preting signal for noise (e.g. closing eye landmarks mimic
high frequency noise).

We provide examples of annotated videos in Fig. 4. Note
that regions of ambiguity, such as occluded parts of the face,
correspond to a higher variance in landmark predictions.
While the ground truth for some frames may be subjec-
tive (e.g. occluded mouth), having a temporally stable “best
guess” is sufficient to measure flicker of individual models.
We found that 45 models in the ensemble was enough to
provide a low error on the mean for all videos in WFLW-
V. While we manually checked that our Oracle was highly
accurate and coherent in time, note that it is completely im-
practical to use it for real-world applications due to its com-
putational cost (~ 2B parameters).

We checked each frame manually for errors, which were
rare. When we found an error in annotation, we corrected it
by removing inaccurate models from the ensemble for the
frames affected, rather than re-labeling the frame manually.
We found this approach to be faster and less prone to hu-
man subjectivity when dealing with ambiguous faces, such
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Method Params (M) ‘ Full Large poses Expressions Illumination Makeup Occlusion Blur
LAB [75] CVPR 2018 12.3 5.27 10.24 5.51 5.23 5.15 6.79 6.32
Wing [26] CVPR 2018 25 4.99 8.43 5.21 4.88 5.26 6.21 5.81
MHHN [69]  TIP2020 - 477 9.31 4.79 472 4.59 6.17 5.82
DecaFA [21]  1ccv 2019 10 4.62 8.11 4.65 441 4.63 5.74 5.38
HRNet [63] TPAMI 2020 9.7 4.60 7.94 4.85 4.55 4.29 5.44 5.42
AS [54] ICCV 2019 35 4.39 8.42 4.68 4.24 437 5.60 4.86
LUVLI [40]  cvPr2020 - 437 7.56 477 4.30 433 5.29 4.94
AWing [73]  1cCV 2019 242 4.36 7.38 4.58 432 4.27 5.19 4.96
SDFL [46] TIP 2021 - 4.35 7.42 4.63 4.29 422 5.19 5.08
SDL [44] ECCV 2020 - 421 7.36 4.49 4.12 4.05 4.98 4.82
ADNet [34]  1cCV 2021 134 4.14 6.96 4.38 4.09 4.05 5.06 4.79
SLPT [77] CVPR 2022 19.5 4.12 6.99 4.37 4.02 4.03 5.01 4.79
HIH [42] - 227 4.08 6.87 4.06 4.34 3.85 4.85 4.66
LDEQ (ours) - | 218 | 3.92 6.86 3.94 4.17 3.75 477 459

Table 1. Performance of our model and previous state-of-the-art on the various WFLW subsets, using the NME metric (|.) for comparison.
Models using pre-training on other datasets have been excluded for fair comparison [14, 82, 88].

as occluded ones. Occlusion has been characterized as one
of the main remaining challenges in modern landmark de-
tection [76], being most difficult in video data [60]. Finally,
the stability of our oracle also depends on the stability of the
face bounding box detector. We found the most popular de-
tector, MTCNN [85] to be too jittery, and instead obtained
stable detection by bootstrapping our oracle landmarks into
the detector. More details about scraping and curating our
dataset can be found in Appendix A.

Metric | Method | Full  Pose Exp. Illum. Mu. Occ.  Blur

LAB 756 2883 637 6.73 797 1372 10.74
HRNet | 4.64 2301 350 472 243 829 634
AS 408 18.10 446 272 437 774 440
LUVLi | 3.12 1595 3.18 215 340 639 323
AWing | 2.84 1350 223 258 291 598 375
FR1o SDFL | 272 1288 1.59 258 243 571 3.62
) SDL 3.04 1595 286 272 145 529 401
ADNet | 272 1272 215 2.44 1.94 579 354
SLPT 272 1196 159 215 194 570 3.88
HIH 260 1288 127 243 145 516 3.10

LDEQ ‘ 248 1258 159 229 194 536 284

LAB | 0.532 0235 0495 0.543 0.539 0.449 0.463
HRNet | 0.524 0.251 0.510 0.533 0.545 0.459 0452

AS 0.591 0311 0.549 0.609 0.581 0.516 0.551
LUVLi | 0.557 0.310 0.549 0.584 0.588 0.505 0.525
AWing | 0.572 0.312 0515 0578 0.572 0502 0.512
AUCyy | SDFL | 0.576 0315 0.550 0.585 0.583 0.504 0.515

(@) SDL | 0.589 0315 0.566 0.595 0.604 0.524 0.533
ADNet | 0.602 0.344 0.523 0.580 0.601 0.530 0.548
SLPT | 0.596 0.349 0.573 0.603 0.608 0.520 0.537
HIH 0.605 0.358 0.601 0.613 0.618 0.539 0.561

LDEQ ‘0.624 0.373 0.614 0.631 0.631 0.552 0.574

Table 2. AUCy¢ and FR1o on the WFLW test set.

6. Experiments

The aim of these experiments is to demonstrate that: 1)
LDEQ is a state-of-the-art landmark detection model for
high precision settings like faces, and 2) the LDEQ objec-
tive can be modified at inference time on videos to include a
recurrence loss. This increases temporal coherence without
decreasing accuracy, a common pitfall of popular filters.

6.1. Landmark accuracy

We compare the performance of LDEQ to state-of-the-
art models on the WFLW dataset [75], which is based on
the WIDER Face dataset [81] and is made up of 7500 train
images and 2500 test images. Each image is annotated with
a face bounding box and 98 2D landmarks. Compared to
previous datasets, WFLW uses denser facial landmarks, and
introduces much more diversity in poses, expressions, oc-
clusions and image quality (the test set is further divided
into subsets reflecting these factors). This makes it uniquely
appropriate for training landmark detectors meant to be de-
ployed on real-world data, like the videos of WFLW-V.

The common evaluation metrics for the WFLW test set
are the Normalized Mean Error (see Eq. (10b)), the Area
Under the Curve (AUC), and the Failure Rate (FR). The
AUC is computed on the cumulative error distribution curve
(CED), which plots the fraction of images with NME less or
equal to some cutoff, vs. increasing cutoff values. We report
AUC,, referring to a maximum NME cutoff of 10 for the
CED curve. Higher AUC is better. The FR x metric is equal
to the percentage of test images whose NME is larger than
X. We report FRy(; lower is better.

We train our LDEQ for 60 epochs using the pre-cropped
WFLW dataset as per [42], and the common data augmenta-
tions for face landmarks: rotations, flips, translations, blurs
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Figure 5. NME (accuracy) vs NMF (temporal coherence) for various models, on the hard (left) and easy (right) WFLW-V subsets. We
compare our RwR scheme (blue) to a conventional filter (exponential moving average) using three different smoothing coefficients (gray).
For hard videos susceptible to flicker, RwR on LDEQ decreases NMF by 12% without increasing NME, contrary to the conventional
filter alternative. For easy videos that contain little to no flicker, conventional filters can increase both NME and NMF, while our model
converges to the same fixed point with or without RwR. These results are given in tabular form in Appendix C.

and occlusions. We found the Anderson and fixed-point-
iteration solvers to work best over the Broyden solver used
in the original DEQ model [9, 10]. By setting a normaliza-
tion temperature of 7' = 2.5, convergence to fixed points
only takes around 5 solver iterations. The NME, AUC and
FR performance of LDEQ can be found in tables 1 and
2. We outperform all existing models on all three evalua-
tion metrics, usually dominating individual subsets as well,
which is important when applying LDEQ to video data.

6.2. Landmark temporal coherence

We evaluate the performance of LDEQ on the WFLW-V
dataset, for both landmark accuracy (NME) and temporal
coherence (NMF). We use RwR with early stopping after 2
solver iterations, allowing some adaptive compute (1 solver
iteration) in cases where two consecutive frames are almost
identical. Our baselines include previous state-of-the-art
models that have publicly available weights [42,46,73,77],
as well as common architectures of comparable parame-
ter count, which we trained with our own augmentation
pipeline. We apply a conventional filtering algorithm, the
exponential moving average, to our baselines. This was
found to be more robust than more sophisticated filters like
Savitzky-Golay filter [59] and One Euro filter [16].

The NME vs. NMF results are shown in Fig. 5 for
all models, for the hard and easy WFLW-V subsets. For
videos that contain little uncertainty in landmarks (WFLW-
V easy), there is little flickering and conventional filtering
methods can mistakenly smooth out high frequency signal
(e.g. eyes and mouth moving fast). For videos subject to
more flickering (WFLW-hard), these same filtering tech-

niques do indeed improve the NMF metric, but beyond a
certain smoothing factor this comes at the cost of increasing
the NME. In contrast, LDEQ + RwR correctly smooths out
flicker for WFLW-W hard without compromising perfor-
mance on WFLW-V easy. This improvement comes from
the fact that the RwR loss in Eq. (8) contains both a smooth-
ing loss plus a log likelihood loss that constrains output
landmarks to be plausible solutions, while conventional fil-
ters only optimize for the former.

7. Conclusion

We adapt Deep Equilibrium Models to landmark de-
tection, and demonstrate that our LDEQ model can reach
state-of-the-art accuracy on the challenging WFLW facial
dataset. We then bring the attention of the landmark
community to a common problem in video applications,
whereby landmarks flicker across consecutive frames. We
contribute a new dataset and metric to effectively bench-
mark solutions to that problem. Since DEQs solve for an
objective in the forward pass, we propose to change this
objective at test time to take into account new information.
This new paradigm can be used to tackle the flickering prob-
lem, by adding a recurrent loss term at inference that wasn’t
present at training time (RwR). We show how to solve for
this objective cheaply in a way that leads to state-of-the-art
video temporal coherence. We hope that our work brings
attention to the potential of deep equilibrium models for
computer vision applications, and in particular, the ability
to add loss terms to the forward pass process, to leverage
new information at inference time.
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