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Abstract

This paper tackles the problem of semi-supervised video object segmentation on resource-constrained devices, such as mobile phones. We formulate this problem as a distillation task, whereby we demonstrate that small space-time-memory networks with finite memory can achieve competitive results with state of the art, but at a fraction of the computational cost (32 milliseconds per frame on a Samsung Galaxy S22). Specifically, we provide a theoretically grounded framework that unifies knowledge distillation with supervised contrastive representation learning. These models are able to jointly benefit from both pixel-wise contrastive learning and distillation from a pretrained teacher. We validate this loss by achieving competitive results with state of the art on both the standard DAVIS and YouTube benchmarks, despite running up to ×5 faster, and with ×32 fewer parameters.

1. Introduction

Video Object Segmentation (VOS) is a foundational task in computer vision, where the aim is to segment and track objects in a sequence of frames. VOS is the backbone of many applications such as video editing, autonomous driving, surveillance, and augmented reality [55]. In this work, we focus on semi-supervised VOS (SVOS), where the mask annotations for only the initial frame are provided. SVOS is a notoriously difficult task, where one needs to model the motion and appearance changes under severe occlusion and drifts, while performing well in a class-agnostic manner.

SVOS approaches can be divided into three main methods, namely, online fine-tuning [4, 20, 27, 36, 43, 53], object flow [12, 35, 40, 50, 61, 63], and offline matching [8, 21, 52, 64, 65]. Memory-based matching methods have shown impressive results in the last years. These approaches [9, 10, 26, 29, 32, 34, 41, 47, 54, 57] leverage memory banks to encode and memorize previous frames. They find feature correspondences between the memory and the current frame to predict the next object masks. Despite their good results, memory-networks tend to suffer from a trade-off between the memory usage and accuracy [26]. Storing a reduced number of frames [9, 26, 54], storing local segmentation features [37, 57] (i.e. features of only a part of the image), or segmenting only on keyframes [59], have been proposed as methods to tackle this tradeoff. Recent methods are now accurate and fast on high-end GPUs, but there is no method in the literature that is capable of retaining state-of-the-art results while performing in real-time on mobile phones.

Our work addresses real-time SVOS on resource-constrained devices. Specifically, we focus on memory-based networks and begin to bridge the gap between infinite memory and finite memory networks. In contrast with existing methods that do so by architectural [26] and memory-bank design changes [9, 54], we adopt a novel approach that addresses the problem through knowledge distillation. Specifically, we propose a pixel-wise representation distillation loss that aims to transfer the structural information of a large, infinite memory teacher to that of a smaller, finite memory student. We then show that using a simple boundary-aware sampling strategy can improve training convergence. Finally, we provide a natural generalisation to encompass a supervised pixel-wise contrastive representation objective. Using ground-truth labels as another venue for structural information, we interpolate between representation distillation and contrastive learning with a hyper-parameter, and use it as a unified loss. Our results on popular SVOS datasets show that we are competitive with state-of-the-art [26], while running ×5 faster and having ×32 fewer parameters. Our model, without any pruning or quantisation, runs comfortably in real-time on a mobile device. The summary of our main contributions is given as follows:

- We unify knowledge distillation and supervised contrastive learning to design a novel representation-based loss that bridges the gap between the large, infinite memory models and those with small, finite memory. Additionally, we show that a simple boundary-aware pixel sampling strategy can further improve the results and model convergence.
Using this unified loss, we show that a common network design can achieve results competitive to the state-of-the-art, while running up to $\times 5$ faster and having $\times 32$ fewer parameters.

Without complex architectural or memory design changes, our proposed loss can unlock real-time performance (30FPS+) on mobile devices (i.e. Samsung Galaxy S22) while retaining competitive performance with state-of-the-art.

2. Related Work

Semi-Supervised Video Object Segmentation Some SVOS methods perform offline pretraining and then online per-mask finetuning to learn object-specific representations [4, 20, 27, 36, 43, 53]. Such methods are naturally unfit for deployment due to the finetuning, which is done for each object mask given in the first frame. Addressing the online adaptation requirement of such methods are flow-based approaches [12, 35, 40, 50, 61, 63], which model SVOS as a temporal mask propagation problem. These methods, however, lack long-term context and are known to suffer from errors accumulated due to occlusion and drift. Detection-based methods address [22, 27, 35, 51] error accumulation via detectors, however, their performance is bound by the detector’s performance. Matching-based methods [8, 21, 52, 64, 65] match the features of the current and previous frame(s), and currently dominate the field due to the excellent results of memory-networks [41].

Following STM [41], many variants of memory-network based methods have emerged [9, 10, 26, 29, 32, 34, 41, 47, 54, 57]. STCN reformulated memory-networks and decoupled the masks and images in memory to increase efficiency [10]. Per-Clip VOS [42] proposed to process whole clips instead of individual frames. GSFM [32] proposed to leverage frequency-spectra to better model intra-frame spatial dependencies. XMem [9] proposed a three layered memory bank scheme to perform equally well on long videos. QDMN [33] proposed a quality assessment module to select informative frames to store in the memory. Several methods proposed to leverage spatial redundancy to perform localized segmentation/matching [37, 57]. RDE-VOS [26] maintains a single template in memory whereas SwiftNet [54] performs pixel-wise updates to ensure a constant memory cost. Despite the advances in efficiency, existing methods are far from feasible for mobile deployment, either due to subpar accuracy or excessive resource consumption.

Knowledge Distillation (KD) uses the predictions of a larger model (teacher) to provide additional supervision to a much smaller model (student) during training. KD is a common technique for model compression, making it useful for deployment scenarios. Its usage was first proposed in the context of image classification [19] and has since been extended to depth estimation [31, 67], segmentation [6], object detection [48] and image translation [69] tasks. In addition to simple logit distillation [19], some of the most successful frameworks look at the representations before the final fully connected layer since they can preserve some of
the structural information about the input. CRD [49] extended the supervised contrastive losses to incorporate the teachers’ representations. This was later extended by both WCoRD [5] and ITRD [39] using the Wasserstein distance and an information theoretic framework, respectively. Although there is a rich literature on distillation for dense prediction tasks [6, 31, 48, 69], our work, to the best of our knowledge, is the first to leverage KD for SVOS.

Self-Supervision (SS) aims to learn a stable representation from unlabelled data by leveraging known invariances through the use of data augmentations. They can be grouped into contrastive [7] and de-correlation based [2, 68] methods. However, recent work has demonstrated the duality between these two paradigms under mild assumptions [16]. On a similar note, knowledge distillation shares very close similarities to self-supervision [58] and its usage in SVOS has motivated this work. Although several works have focused on self-supervision for video object segmentation [52, 70, 71], unsupervised distillation for segmentation [17], or general self-distillation [15, 38], there is no work exclusively focusing on self-supervised contrastive learning for SVOS. In addressing this gap we also provide a very general framework that is unified with knowledge distillation for improving the efficacy of training small mobile models. Theoretically, we also provide a different perspective of our loss and its direct equivalence to a generalised notion of mutual information.

Our work is the first to achieve real-time performance on mobile devices and the first to introduce distillation in the context of SVOS. RDE-VOS [26] introduces a guidance loss, which can be seen as a form of memory distillation, but they also impose significant architectural changes. On the other hand, MobileVOS performs competitively while running up to ×5 faster with ×32 fewer parameters.

3. Method

In this work we begin to bridge the performance gap between small finite memory space-time networks and their large infinite memory counterparts. This work is the first to open the possibility for real-time high-quality video object segmentation on resource-constrained devices, such as mobile phones. We propose to approach this problem through a knowledge distillation perspective and in doing so we develop a novel unification with contrastive learning. In the following sections, we introduce the distillation loss and its connection with information theory. Subsequent sections then show a series of natural extensions to this loss through boundary-aware sampling and a joint contrastive objective. We note that our framework is also very general: it can be applied to any other SVOS method and is likely applicable to other dense prediction tasks.

3.1. Representation Distillation

In light of recent works in the field of knowledge distillation [5, 39, 49], we propose to use the representation right before the final fully-connected layer. Using earlier layers may hurt the student’s performance [49] through differing inductive biases, whereas the collapsed output space will have lost a lot of the structural information that can benefit the knowledge transfer.

More concretely, we propose a pixel-wise representation distillation loss that can transfer the structural information between these two models. The same augmented frames are fed into both networks and a distillation loss is applied at the representation level (see Figure 1). To extract structural information, we propose to construct correlation matrices, $C_s, C_t \in \mathbb{R}^{HW \times HW}$, from the two sets of representations, where $HW$ is the spatial size. These matrices will then capture the relationship between all pairs of pixels.

$$C_s = Z_S Z_S^T, \quad C_t = Z_T Z_T^T \quad (1)$$

where $Z_S \in \mathbb{R}^{HW \times d_s}$ and $Z_T \in \mathbb{R}^{HW \times d_t}$ denote the $d$-dimensional $L2$ normalised student and teacher representations provided before the final point-wise convolution and upsampling layers. Motivated by recent improvement in the choice of distance metrics for distillation tasks [39], we derive the final representation loss as follows:

$$\mathcal{L}_{repr} = \frac{1}{|C_s|} \left( \log_2 \|C_s\|^2 - \log_2 \|C_s \odot C_t\|^2 \right) \quad (2)$$

where $\odot$ is the Hadamard product and $\|\cdot\|$ is the Frobenius norm. The two components of this loss can be interpreted as a regularisation term, and a correlation alignment between the two models, while the $\log_2$ operator is used here to improve the robustness to spurious correlations. An interesting property of this loss formulation is that it is equivalent to maximising the pixel-wise mutual information between the student and teacher representations (see Supplementary for derivation).

$$\mathcal{L}_{Distill} = \mathcal{H}_2(Z_S) - \mathcal{H}_2(Z_S; Z_T) \quad (3)$$

$$= -\mathcal{I}_2(Z_S; Z_T) \quad (4)$$

where $\mathcal{H}_2$ and $\mathcal{I}_2$ are matrix-based estimators [46] resembling Rényi’s entropy and mutual information of order 2 respectively. From this perspective, the two terms can instead be interpreted as maximising the joint entropy subject to an entropy regularisation.

3.2. Unification with contrastive learning

The effectiveness of knowledge distillation alone can be dependant on the relative capacity gap between the student
Since we have the dense ground truth classes, we can construct an additional target correlation matrix $(C_{ty})_{ij} \in \{0,1\}$ as follows:

$$C_{ty} = \omega C_t + (1 - \omega) YY^T$$

(6)

where $\omega \in [0,1]$ is a hyperparameter and $C_{ty}$ can now be substituted into equation 2. By considering a representation $Z$ and the case where $\omega = 0$, the loss will now reduce to a familiar supervised contrastive learning (SCL) setting [23].

$$L_{SupCon} = -\frac{1}{|C_s|} \log_2 \left( \sum_{i \in P_s} \frac{\text{sim}(Z_i, Z_i)}{\sum_k \text{sim}(Z_i, Z_k)} \right)$$

(7)

where $\text{sim}$ is the cosine similarity between two individual pixels in a representation and $P_i$ is the set of positive indices for $i$-th pixel (see supplementary). Intuitively, for a given pixel, the numerator attracts the positives, while the denominator repels the negatives. The connection between these two regimes is illustrated in the following diagram:

$$L_{SupCon} \xrightarrow{\omega=0} L_{repr} \xrightarrow{\omega=1} L_{Distill}$$

(8)

where the choice of $\omega$ is motivated by the availability and relative performance of a pre-trained teacher model.

### 3.3. Boundary-aware sampling

Most prediction errors occur on the boundary of objects (see Figure 5). Additionally, constructing the correlation matrix for all pixels is far too computationally expensive. Motivated by both of these two points, we propose to only sample pixels around and near the boundary of the objects. This sampling strategy restricts the distillation gradients to only flow through pixels that lead to downstream prediction errors, while also enabling a much more computationally efficient formulation. Since each frame also has a different boundary, the normalisation term (Equation 2) will now average over the size of these object boundaries, thus allowing the loss to naturally uniformly weight both small and large objects evenly. We additionally observe that this modification can improve the overall model convergence, as shown in Figure 5.

### 3.4. Logit distillation

An additional KL divergence term is introduced at the logit space between the two models, which is common in the distillation literature [49].

$$L_{logit} = \frac{1}{HW} \sum K L (p_S(\tau) \parallel p_T(\tau))$$

(9)

where $p_S, p_T$ are the student and teacher probabilities parameterised by a temperature term $\tau$ for softening ($\tau > 1$) or sharpening ($\tau < 1$) the two predictions. The summation indices have been omitted for brevity. The only distinction from conventional logit distillation is that we only use the pixels around or near the boundary of the objects. The final loss is given as follows:

$$L = L_{cross-entropy} + L_{logit} + L_{repr}$$

(10)

The complete training pipeline can be seen in Figure 1 and the PyTorch-style pseudo-code is given in Algorithm 1.

---

**Algorithm 1 PyTorch-style pseudocode for MobileVOS**

1. # f_s, f_t: Student and teacher network
2. # y: Ground-truth one-hot encoded labels
3. # y_s, y_t: Student and teacher logits
4. # z_s, z_t: Student and teacher representations
5. for x, y in loader:
6. # Forward pass
7. z_s, y_s = f_s(x)
8. z_t, y_t = f_t(x)
9. z_s = embed_s(z_s)
10. # Cross entropy loss
11. loss = bootstrap_poly_cross_entropy(y_s, y)
12. # Normalise representations
13. z_s_norm = F.normalize(z_s, dim=1)
14. z_t_norm = F.normalize(z_t, dim=1)
15. # Compute correlation-matrices
16. c_ss = matmul(z_s_norm, z_s_norm.T)
17. c_tt = matmul(z_t_norm, z_t_norm.T)
18. # Interpolate between KD and SCL
19. y_d = downsample(y)
20. yy = matmul(y_d, y_d.T)
21. r = y * c_tt + (1 - y) * yy
22. loss += log2(c_ss.pow(2).sum()) / len(z_s)
23. loss -= log2((c_ss * r).pow(2).sum()) / len(z_s)
24. # Logit distillation
25. prob_s = softmax(y_s / \tau, dim=1)
26. prob_t = softmax(y_t / \tau, dim=1)
27. loss += kl(prob_t, prob_s)
28. # Optimisation step
29. optimizer.step()
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\caption{Prediction errors, shown in cyan, can typically occur on the boundaries of the segmented object, thus motivating the emphasis on distilling and contrasting boundary pixels.}
\end{figure}

1. For brevity, we omit the boundary-aware sampling in
pseudo-code, but this can be straightforwardly implemented
using a Sobel edge detector on the ground truth masks.

4. Experiments

We evaluate MobileVOS on two standard benchmarks,
namely DAVIS [44, 45] and YouTube [60]. For all experi-
ments, we train the student with an additional linear embed-
ding layer and with a pre-trained STCN [10] as the teacher.
Since most SVOS methods in the literature report the FPS
metrics on different hardware, we further provide an addi-
tional fair comparison of our distilled models on the same
sets of hardware. In these experiments, we consider both a
server-grade GPU and a desktop-grade GPU, whereby our
models are consistently at least twice as fast as competing
methods for both long and short videos while being up to
×32 smaller. The smallest distilled model is then deployed
on a mobile phone for real-time segmentation, which opens
up the possibility for many new on-device applications. Fi-
ally, we propose the use of model soups [56], for which
are able to match the best performing RDE-VOS model that
is specifically trained for YouTube.

4.1. Datasets and Metrics

**DAVIS** The DAVIS datasets are high-quality and high-
resolution, densely-annotated videos for video object seg-
mentation. DAVIS 2016 [44] provides single-object seg-
mentation, with a validation set of 20 videos, while DAVIS
2017 [45] considers multi-object segmentation with both a
validation and test set of 30 videos.

**YouTube-VOS** YouTube-VOS 2019 [60] is a large-scale
benchmark dataset for multi-object segmentation. It con-
ists of 3,471 videos for training and 507 videos for vali-
dation, across 65 categories. There are also 26 additional
unseen categories in the validation set.

4.2. Implementation Details

To demonstrate the simplicity of our proposed repre-
sentation loss, we provide its pseudo-code in algorithm 1.

All of our experiments were trained using 4 NVIDIA A10
GPUs with a batch size of 8. For evaluating the FPS met-
rics on the DAVIS datasets, we used a single NVIDIA A10
GPU with a batch-size of 1. Adam [24] was used as the op-
timizer, with a learning rate of 1e − 5 and a weight decay
of 1e − 7. The training details and architectures are primar-
ily unchanged from that in the original STCN [10], but are
discussed in detail in the following sections.

**Architecture modifications** Motivated by the goal to de-
ploy these models on mobile devices, we adopt a few ar-chitectural modifications to the original STCN architecture.
The value encoder is replaced with a MobileNetV2 [14]
backbone, while the query encoder is either replaced with
ResNet18 [18] or another MobileNetV2. The frame is also
removed as an input to the value encoder and, unless oth-
erwise specified, an ASPP module - commonly employed
in the SVOS literature [26, 54] - is used before the decoder
to introduce more global context. Finally, we select a fixed
queue length of 2, since it enabled real-time performance
on a mobile device, while maintaining the top-end accuracy
(see figure 4).

**Training details** We follow the same training methodo-
logy proposed in STCN [10] except with two distinct mod-
ifications. Firstly, we extend the sequence length of videos
to 5 to enable the student to learn features that are consistent
across multiple frame predictions and secondly we use the
poly cross-entropy loss [25] with \(\epsilon = 1\). The poly loss can
be seen as a natural generalisation of the cross-entropy and
focal loss [30], which encourages the model to focus on the
hard misclassified pixels.

**Training stages** All models are first trained on static im-
ages with synthetic deformations. The main training stage
uses both the YouTube-VOS and DAVIS 2017 datasets for
600k iterations and with a batch size of 8. BatchNorm lay-
ers are also frozen throughout all training stages.

4.3. Comparisons to State-of-the-art

Similar to RDE-VOS [26], we use Constant Cost (CC)
to denote methods with finite memory during inference.
We consider two different key encoder backbones, namely
a ResNet18 and a MobileNetV2. For the MobileNetV2
model, we also show results with and without ASPP. Since
the ResNet architectures achieve close to the original STCN
performance, we choose to use a purely contrastive loss i.e.
\(\omega = 0.0\). This helps avoid overfitting to the teacher’s pre-
dictions on known classes and improve its generalisation to
the unknown classes on YouTube. In contrast, for the much
smaller MobileNet architectures, we use \(\omega = 0.95\). These
much smaller models are unlikely to overfit, and thus can
benefit more from the distillation objective. It is worth not-
ing that, in all cases, the models are also jointly trained with
logit distillation, where \(\tau = 0.1\).
DAVIS  We compare MobileVOS against previous state-of-the-art methods on the DAVIS 2016 and DAVIS 2017 validation splits. The results for DAVIS 2016 are shown in Table 1, in which our best performing model is just 0.3 $\frac{J&F}{J}$ shy of STCN and 0.2 $\frac{J&F}{J}$ shy of RDE-VOS, while running 4\times and 3\times faster than these models, respectively.

Table 2 shows our results on DAVIS 2017. We are highly competitive, where we are only slightly worse (0.3 $\frac{J&F}{J}$) than our STCN teacher model. Note that we are nearly 5\times and 4\times faster than STCN and RDE-VOS, which shows our runtime performance is still competitive despite tracking multiple objects.

<table>
<thead>
<tr>
<th>Method</th>
<th>CC</th>
<th>$\frac{J&amp;F}{J}$</th>
<th>$\frac{J}{F}$</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileVOS</td>
<td>✓</td>
<td>90.6</td>
<td>91.6</td>
<td>35.0</td>
</tr>
<tr>
<td>ResNet18 [10]</td>
<td>✓</td>
<td>90.6</td>
<td>91.6</td>
<td></td>
</tr>
<tr>
<td>ResNet18* [11]</td>
<td>✓</td>
<td>91.4</td>
<td>92.6</td>
<td>100.1</td>
</tr>
<tr>
<td>BATMAN [66]</td>
<td>✓</td>
<td>91.3</td>
<td>92.9</td>
<td>100.1</td>
</tr>
<tr>
<td>GSFM [32]</td>
<td>✓</td>
<td>91.4</td>
<td>92.7</td>
<td>8.9</td>
</tr>
<tr>
<td>XMem* [9]</td>
<td>✓</td>
<td>91.5</td>
<td>92.7</td>
<td>29.6</td>
</tr>
<tr>
<td>XMem* [9]</td>
<td>✓</td>
<td>92.0</td>
<td>90.7</td>
<td>29.6</td>
</tr>
</tbody>
</table>

Table 1. Results on the DAVIS 2016 validation set. CC denotes constant cost during the inference. FPS was averaged over 3 runs.

Table 2. Results on the DAVIS 2017 validation set. CC denotes constant cost during the inference. FPS was averaged over 3 runs.

YouTube-VOS Table 3 shows a comparison of our method against other state-of-the-art methods on the large-scale YouTube-VOS 2019 validation set. Our method outperforms RDE-VOS in the case where no BL30K pre-training is used and is competitive in the case where it is used. Unlike RDE-VOS, which trains with different loss weights for the YouTube evaluation to avoid overfitting on unseen classes, we report predictions using the same set of weights as in the DAVIS evaluation. We also observe only a 1.9 $\frac{J&F}{J}$ drop with respect to the STCN teacher model.

<table>
<thead>
<tr>
<th>Method</th>
<th>CC</th>
<th>$\frac{J&amp;F}{J}$</th>
<th>$\frac{J}{F}$</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDE-VOS [26]</td>
<td>✓</td>
<td>84.2</td>
<td>87.0</td>
<td>85.7</td>
</tr>
<tr>
<td>RDE-VOS* [26]</td>
<td>✓</td>
<td>84.8</td>
<td>89.3</td>
<td>85.0</td>
</tr>
<tr>
<td>SWIFTNet [54]</td>
<td>✓</td>
<td>77.8</td>
<td>81.8</td>
<td>79.5</td>
</tr>
<tr>
<td>STCN* [10]</td>
<td>✓</td>
<td>84.2</td>
<td>87.0</td>
<td>79.4</td>
</tr>
<tr>
<td>BATMAN [66]</td>
<td>✓</td>
<td>84.5</td>
<td>89.3</td>
<td>87.2</td>
</tr>
<tr>
<td>GCNet [28]</td>
<td>✓</td>
<td>71.4</td>
<td>73.5</td>
<td>25.0</td>
</tr>
<tr>
<td>MobileVOS</td>
<td>✓</td>
<td>83.7</td>
<td>80.2</td>
<td>90.6</td>
</tr>
<tr>
<td>MobileVOS</td>
<td>✓</td>
<td>85.0</td>
<td>81.7</td>
<td>90.6</td>
</tr>
<tr>
<td>MobileVOS</td>
<td>✓</td>
<td>85.6</td>
<td>82.3</td>
<td>90.6</td>
</tr>
<tr>
<td>MobileVOS</td>
<td>✓</td>
<td>82.2</td>
<td>78.7</td>
<td>79.1</td>
</tr>
<tr>
<td>MobileVOS</td>
<td>✓</td>
<td>81.8</td>
<td>78.3</td>
<td>81.3</td>
</tr>
</tbody>
</table>

Table 3. Results on the YouTube-VOS 2019 validation set.

Qualitative results Figure 3 shows the segmentation of two identical models trained with and without knowledge distillation. In this example, we observe that the distilled model is able to successfully segment the panda despite undergoing drastically different views and occlusions.

Model size and inference latency To conduct a fair comparison of the computational cost of previous works, we jointly evaluate MobileVOS and other methods on the same set of hardware. We consider both a server-grade NVIDIA
A40 and a desktop-grade NVIDIA 1080Ti. In all cases, we use the authors’ provided code, but with a modification to accept randomly generated video sequences of two different durations. The results can be seen in Table 4 and show that our MobileVOS models are significantly smaller, while retaining a constant low latency across both the short and long-duration videos. This result is attributed to the smaller backbones and the constant memory costs due to a finite memory queue length. Our largest model with ResNet18 has more than $3 \times$ the FPS than RDE-VOS but with $8 \times$ fewer parameters. Finally, we observe that the ResNet models perform better on the server-grade GPUs. This is in line with other results in the literature [3] and is related to the trade-off between model depth and GPU compute units available. In the following section, we show that we obtain a different outcome for mobile GPUs.

### 4.4. Mobile phone deployment

For the purpose of mobile deployment, we evaluate the inference latency of our models on the GPU of a Samsung Galaxy S22 device. The models are first converted to tflite format and then benchmarked using the official tflite benchmarking tool [1]. To validate our choice of fixed memory size with 2 entries, we show the model latency against queue sizes between 1 and 20 (see figure 4). MobileNetV2 wo/ ASPP model is the only model that is able to achieve real-time performance up to a memory queue length of 2. Figure 4 also shows a comparison of the $J \& F$ performance on the DAVIS 2016 validation set at different memory queue lengths, where there is a minimal accuracy degradation by reducing this length to 2. These two points motivate the choice of a memory queue length of 2.

#### Model soups

We consider the use of model soups [56] as a scheme for utilising the expressiveness of an ensemble without any additional inference costs. This is in contrast to multi-scale inference, which is typically adopted in the literature [10] and requires 4 forward passes. To do this, we firstly construct a set of models using the checkpoints from previous iterations trained with different values of $\omega$. Afterwards, we run a greedy selection using the training data as the validation metric. Tables 2, 1, and 3 show these results, where we find that the model soup can surpass the performance of all the individual ingredients by at least $0.6 \ J \& F$ on DAVIS 2017 and $0.5 \ J \& F$ on YouTube, thus confirming the benefit of adopting this scheme in practice.

### 5. Ablation Study

We now perform a thorough ablation study to highlight the benefit of our proposed distillation loss, and its extensions with boundary sampling and contrastive learning.
Loss terms. We train our models with the two distillation losses $L_{\text{logit}}$ and $L_{\text{repr}}$ being incrementally added to the primary loss term (i.e., cross-entropy using ground-truth masks). The results presented in Table 5 show that both $L_{\text{logit}}$ and $L_{\text{repr}}$ introduce improvements.

<table>
<thead>
<tr>
<th>Losses</th>
<th>$J &amp; F$</th>
<th>$J$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{XE}$</td>
<td>80.75</td>
<td>77.68</td>
<td>83.82</td>
</tr>
<tr>
<td>$L_{XE} + L_{\text{logit}}$</td>
<td>81.38</td>
<td>78.13</td>
<td>84.64</td>
</tr>
<tr>
<td>$L_{XE} + L_{\text{logit}} + L_{\text{repr}}$</td>
<td><strong>82.28</strong></td>
<td><strong>79.96</strong></td>
<td><strong>85.61</strong></td>
</tr>
</tbody>
</table>

Table 5. Evaluating the performance improvement on the YouTubeVOS dataset after introducing the two distillation losses. $J$ and $F$ metrics are averaged over both the seen and unseen classes.

Interpolating between SCL and KD. We sweep over various $\omega$ values in equation 6 to interpolate between the supervised contrastive and distillation training regimes. Table 6 shows the results using a ResNet18 backbone. The results show that the best results are achieved on DAVIS 2016 and 2017 with $\omega = 1$, where the loss is reduced to the distillation loss. We see the opposite trend on YouTube; the best results are achieved with $\omega = 0$, which reduces the loss to a supervised contrastive setting. Our hypothesis is that in the $\omega = 0$ case, it is difficult to distill the unseen class knowledge from the teacher, whereas in $\omega = 1$ scenario, the contrastive loss is robust to unseen classes due to a lowered dependence on object semantics.

$\omega$ DAVIS16 DAVIS17 YouTubeVOS
0.0 91.0 83.1 82.3
0.2 90.6 83.7 81.3
0.8 90.2 83.4 81.5
1.0 90.9 84.2 81.1

Table 6. Interpolating between supervised-contrastive loss, $\omega = 0$, and (representation) distillation loss, $\omega = 1.0$. The performance improvement is robust across a range of values for $\omega$, which suggests the models jointly benefit from both training regimes. Different $\omega$ values offer flexibility to achieve better results.

Boundary sampling. To demonstrate the performance improvement attributed to sampling boundary pixels, we perform an ablation experiment with a random sampling strategy. More specifically, we use logit distillation on all the pixels, and representation distillation on randomly selected pixels. Note that selecting all the pixels for representation distillation is prohibitively expensive due to the construction of the correlation matrices. The validation curves on DAVIS’16 for both strategies can be seen in figure 5. The curves show that sampling the boundary pixels yields an improved convergence rate. Furthermore, this faster convergence leads to better $J \& F$, as highlighted in the figure.

6. Conclusion

In this work, we present a simple loss that unifies knowledge distillation and contrastive learning. By applying this loss in the context of semi-supervised video object segmentation, we achieve competitive results with state-of-the-art at a fraction of the computational cost and model size. These models are compact enough to fit on a standard mobile device, while retaining real-time latency.
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