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Abstract

Existing 3D instance segmentation methods are predomi-
nated by the bottom-up design – manually fine-tuned algo-
rithm to group points into clusters followed by a refinement
network. However, by relying on the quality of the clus-
ters, these methods generate susceptible results when (1)
nearby objects with the same semantic class are packed
together, or (2) large objects with loosely connected re-
gions. To address these limitations, we introduce ISBNet, a
novel cluster-free method that represents instances as ker-
nels and decodes instance masks via dynamic convolution.
To efficiently generate high-recall and discriminative ker-
nels, we propose a simple strategy named Instance-aware
Farthest Point Sampling to sample candidates and lever-
age the local aggregation layer inspired by PointNet++ to
encode candidate features. Moreover, we show that pre-
dicting and leveraging the 3D axis-aligned bounding boxes
in the dynamic convolution further boosts performance.
Our method set new state-of-the-art results on ScanNetV2
(55.9), S3DIS (60.8), and STPLS3D (49.2) in terms of AP
and retains fast inference time (237ms per scene on Scan-
NetV2). The source code and trained models are available at
https://github.com/VinAIResearch/ISBNet.

1. Introduction

3D instance segmentation (3DIS) is a core problem of
deep learning in the 3D domain. Given a 3D scene repre-
sented by a point cloud, we seek to assign each point with
a semantic class and a unique instance label. 3DIS is an
important 3D perception task and has a wide range of ap-
plications in autonomous driving, augmented reality, and
robot navigation where point cloud data can be leveraged to
complement the information provided by 2D images. Com-
pared to 2D image instance segmentation (2DIS), 3DIS is
arguably harder due to much higher variations in appearance
and spatial extent along with unequal distribution of point
cloud, i.e., dense near object surface and sparse elsewhere.
Thus, it is not trivial to apply 2DIS methods to 3DIS.
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Figure 1. In DyCo3D [16], kernel prediction quality is greatly
affected by the centroid-based clustering algorithm which has two
issues: 1 mis-grouping nearby instances and 2 over-segment
a large object into multiple fragments. Our method addresses
these issues by instance-aware point sampling, achieving far better
results. Each sample point aggregates information from its local
context to generate a kernel for predicting its own object mask, and
the final instances will be filtered and selected by an NMS.

A typical approach for 3DIS, DyCo3D [16], adopts dy-
namic convolution [33, 37] to predict instance masks. Specif-
ically, points are clustered, voxelized, and passed through a
3D Unet to generate instance kernels for dynamic convolu-
tion with the feature of all points in the scene. This approach
is illustrated in Fig. 2 (a). However, this approach has several
limitations. First, the clustering algorithm heavily relies on
the centroid-offset prediction whose quality deteriorates sig-
nificantly when: (1) objects are densely packed so that two
objects can be mistakenly grouped together as one object, or
(2) large objects whose parts are loosely connected resulting
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in different objects when clustered. These two scenarios
are visualized in Fig. 1. Second, the points’ feature mostly
encodes object appearance which is not distinct enough for
separating different instances, especially between objects
having the same semantic class.

To address the limitations of DyCo3D [16], we propose
ISBNet, a cluster-free framework for 3DIS with Instance-
aware Farthest Point Sampling and Box-aware Dynamic
Convolution. First, we revisit the Farthest Point Sampling
(FPS) [10] and the clustering method in [5, 16, 34] and find
that these algorithms generate considerably low instance
recall. As a result, many objects are omitted in the sub-
sequent stage, leading to poor performance. Motivated by
this, we propose our Instance-aware Farthest Point Sampling
(IA-FPS), which aims to sample query candidates in a 3D
scene with high instance recall. We then introduce our Point
Aggregator, incorporating the IA-FPS with a local aggrega-
tion layer to encode semantic features, shapes, and sizes of
instances into instance-wise features.

Additionally, the 3D bounding box of the object is an
existing supervision but has not yet been explored in the
3D instance segmentation task. Therefore, we add an auxil-
iary branch to our model to jointly predict the axis-aligned
bounding box and the binary mask of each instance. The
ground-truth axis-aligned bounding box is deduced from the
existing instance mask label. Unlike Mask-DINO [25] and
CondInst [33], where the auxiliary bounding box prediction
is just used as a regularization of the learning process, we
leverage it as an extra geometric cue in the dynamic convo-
lution, thus further boosting the performance of the instance
segmentation task.

To evaluate the performance of our approach, we conduct
extensive experiments on three challenging datasets: Scan-
NetV2 [8], S3DIS [1], and STPLS3D [4]. ISBNet not only
achieves the highest accuracy among these three datasets,
surpassing the strongest method by +2.7/3.4/3.0 on Scan-
NetV2, S3DIS, and STPLS3D, but also demonstrates to be
highly efficient, running at 237ms per scene on ScanNetV2.

In summary, the contributions of our work are as follows:
• We propose ISBNet, a cluster-free paradigm for 3DIS,

that leverages Instance-aware Farthest Point Sampling and
Point Aggregator to generate an instance feature set.

• We first introduce using the axis-aligned bounding box
as an auxiliary supervision and propose the Box-aware
Dynamic Convolution to decode instance binary masks.

• ISBNet achieves state-of-the-art performance on three dif-
ferent datasets: ScanNetV2, S3DIS, and STPLS3D with-
out comprehensive modifications of the model architecture
and hyper-parameter tuning for each dataset.
In the following, Sec. 2 reviews prior work; Sec. 3 speci-

fies our approach; and Sec. 4 presents our implementation
details and experimental results. Sec. 5 concludes with some
remarks and discussions.

2. Related Work

2D image instance segmentation (2DIS) concerns assign-
ing each pixel in the image with one of the instance labels
and semantic labels. Its approaches can be divided into
three groups: proposal-based, proposal-free, and DETR-
based approaches. For proposal-based methods [2, 15, 22],
an object detector, e.g., Faster-RCNN [30] is leveraged to
predict object bounding boxes to segment the foreground
region inside detected boxes. For proposal-free methods
[33, 36, 37], SOLO [36, 37] and CondInst [33] predict the
instance kernels for the dynamic convolution with the feature
maps to generate instance masks. For DETR-based meth-
ods [6, 7, 13, 25], Mask2Former [7] and Mask-DINO [25]
employ the transformer architecture with instance queries
to obtain the segmentation for each instance. Compared to
3DIS, 2DIS is arguably easier due to the structured, grid-
based, and dense properties of 2D images. Hence, it is not
trivial to adapt a 2DIS method to 3DIS.

3D point cloud instance segmentation (3DIS) methods
are interested in labeling each point in a 3D point cloud
with a semantic class and a unique instance ID. They can
be categorized into proposal-based, clustering-based, and
dynamic convolution-based methods. Cluster

Proposal-based methods [18, 39, 40] first detect 3D
bounding boxes and then segment the foreground region
inside each box to form instances. 3D-SIS [18] adapts the
Mask R-CNN architecture to 3D instance segmentation and
jointly learns features from two modalities of RGB images
and 3D point clouds. 3D-BoNet [39] predicts a fixed number
of 3D bounding boxes from a global feature vector sum-
marizing the content of the scene and then segments the
foreground points inside each box. A limitation of this ap-
proach is that the performance of instance masks heavily
depends on the quality of 3D bounding boxes which is very
unstable due to the huge variation and uneven distribution of
3D point cloud.

Clustering-based methods [5, 11, 16, 21, 28, 34, 35, 42]
learn latent embeddings that facilitate grouping points into
instances. PointGroup [21] predicts the 3D offset from each
point to its instance’s centroid and obtains the clusters from
two point clouds: original points and centroid-shifted points.
HAIS [5] proposes a hierarchical clustering method where
a small cluster can be filtered out or absorbed by a larger
cluster. SoftGroup [34] proposes a soft-grouping strategy
in which each point can belong to multiple clusters with
different semantic classes to alleviate the semantic prediction
error. One of the limitations of the clustering-based approach
is that the quality of the instance masks significantly depends
on the quality of the clustering, i.e., the centroid prediction,
which is greatly unreliable especially when testing objects
considerably differ from training objects in spatial extent.

Dynamic convolution-based methods [16, 17, 38] over-
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Figure 2. Overall architectures of DyCo3D [16] (block (a)) and our approach (block (b)) for 3DIS. Given a point cloud, a 3D backbone is
employed to extract per-point features. For DyCo3D, it first groups points into clusters based on the predicted object centroid from each
point to generate a kernel for each cluster. In the meantime, the mask head transforms the per-point features into mask features for dynamic
convolution. For our approach ISBNet, we replace the clustering algorithm with a novel sampling-based instance-wise encoder to obtain
faster and more robust kernel, box, and class predictions. Furthermore, a point-wise predictor replaces the mask head of DyCo3D to output
the mask and box features for a new box-aware dynamic convolution to produce more accurate instance masks.

come the limitations of proposal-based and clustering-based
methods by generating kernels and then using them to con-
volve with the point features to generate instance masks.
DyCo3D [16] adopts the clustering algorithm in [21] to gen-
erate kernels for dynamic convolution. PointInst3D [17]
uses farthest-point sampling to replace the clustering in [16]
in order to generate kernels. DKNet [38] introduces can-
didate mining and candidate aggregation to generate more
discriminative instance kernels for dynamic convolution.

Our approach is a dynamic convolution-based method
with two important improvements in kernel generation and
dynamic convolution. Particularly, in the former, we propose
a new instance encoder combining instance-aware farthest-
point sampling with a point aggregation layer to generate
kernels to replace clustering in DyCo3D [16]. In the latter,
instead of only using the appearance feature for dynamic
convolution, we additionally enhance that feature with a
geometry cue namely bounding box prediction.

3. Our Approach

Problem statement: Given a 3D point cloud P ∈ RN×6

where N is the number of points, and each point is repre-
sented by a 3D position and RGB color vector. We aim
to segment the point cloud into K instances that are repre-
sented by a set of binary masks M ∈ {0, 1}K×N and a set
of semantic labels L ∈ RK×C , where C is the number of
semantic categories.

Our method consists of four main components: a 3D
backbone, a point-wise predictor, a sampling-based instance-
wise encoder, and a box-aware dynamic convolution. The 3D
backbone takes a 3D point cloud as input to extract per-point

# sampling points 2048 512 256 128

FPS 99.3% 93.3% 85.4% 71.3%
IA-FPS 100% 98.4% 94.5% 89.2%

Clustering 75.5% 75.5% 75.5% 75.5%

Table 1. The recall of different sampling methods on ScanNetV2
validation set. FPS is the standard Farthest Point Sampling, IA-FPS
is our proposed Instance-aware Farthest Point Sampling. Clustering
is the algorithm used in [5, 16, 34] and its recall does not depend
on the number of sampling points.

features. Our backbone network extracts feature f (i) ∈ RD

where i = 1, . . . , N for each point of the input point cloud.
We follow previous methods [5, 34, 38] to adopt a U-Net
with sparse convolutions [12] as our backbone. The point-
wise predictor takes per-point features F ∈ RN×D from
the backbone and transforms them into point-wise semantic
predictions, axis-aligned bounding box predictions Fbox ∈
RN×6, and mask features Fmask ∈ RN×H for box-aware
dynamic convolution. The sampling-based instance-wise
encoder (Sec. 3.1) processes point-wise features to generate
instance kernels, instance class labels, and bounding box
parameters. Finally, the box-aware dynamic convolution
(Sec. 3.2) gets the instance kernels and the mask features
with the complementary box prediction to generate the final
binary mask for each instance. An overview of our method
is illustrated in Fig. 2.

3.1. Sampling-based Instance-wise Encoder

Given per-point features F ∈ RN×D output from the
backbone, we aim to produce instance-wise features E ∈
RK×D where K ≪ N . The instance-wise feature E
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is then used to predict the instance classification scores
L ∈ RK×C , instance boxes B ∈ RK×6, and instance ker-
nels W ∈ RK×H′

where H ′ is decided by the sizes of the
convolutional layers in dynamic convolution.

Typically, one can employ Farthest Point Sampling (FPS)
[10] to sample a set of K candidates to generate instance
kernels as in [17]. FPS greedily samples points in 3D coor-
dinates by choosing the next points farthest away from the
previous sampled ones using the pairwise distance. How-
ever, this sampling technique is inferior. First, there are
many points belonging to the background categories among
the K sampled candidates by FPS, wasting computational
resources. Second, large objects dominate the number of
sampled points hence no point is sampled from small ob-
jects. Third, the point-wise features cannot capture the local
context to create instance kernels. We provide analysis in
Tab. 1 to validate this observation. Particularly, we calculate
the recall of the number of instances predicted by the kernels
against the total ground truth instances. The recall value
should be large as we expect good coverage of the clustered
or sampled points on the ground-truth instances. However,
as can be seen, previous methods have low recall which can
be explained by that these methods do not consider instances
for point clustering or sampling.

To address this issue, we propose a novel sampling-based
instance-wise encoder that takes instances into account in
the point sampling step. Inspired by the Set Abstraction
in PointNet++ [29], we specify our instance encoder com-
prising a sequence of Point Aggregator (PA) blocks whose
components are Instance-Aware FPS (IA-FPS) to sample
candidate points covering as many foreground objects as
possible and a local aggregation layer to capture the local
context so as to enrich the candidate features individually.
We visualize the PA in the orange block in Fig. 2 and detail
our sampling below.

Instance-aware FPS. Our sampling strategy is to sample
foreground points to maximally cover all instances regardless
of their sizes. To achieve this goal, we opt for an iterative
sampling technique as follows. Specifically, candidates are
sampled from a set of points that are neither background
nor chosen by previous sampled candidates. We use the
point-wise semantic prediction to estimate the probability
for each point to be background m

(i)
(0) ∈ [0, 1]. We also use

the instance masks generated by previous k-th candidate
m

(i)
(k) ∈ [0, 1]. The FPS is leveraged to sample points from

the set of points P′ ⊂ P:

P′ =

{
p(i) ∈ P

∣∣∣∣ min
k=0..K′

(
1−m

(i)
(k)

)
> τ

}
, (1)

where K ′ is the number of already chosen candidates and τ ,
is the hyper-parameter threshold.

Practically, in training, since the instance mask prediction
is not good enough for guiding the instance sampling, K

candidates are sampled altogether at once from the predicted
foreground mask 1 − m

(i)
(0) > τ . On the other hand, in

testing, we iteratively sample smaller chunks {κ1, . . . , κT }
one by one such that the subsequent chunks will be sampled
from neither the background points nor points belonging to
predicted masks of previous chunks. By doing so, the recall
rate of IA-FPS improves a lot as shown in Tab. 1.

Local Aggregation Layer. For each candidate k, the local
aggregation layer encodes and transforms the local context
into its instance-wise features. Specifically, Ball-query is
employed [29] to collect its Q local neighbors as the local
features F

(k)
local ∈ RQ×D. Also, the relative coordinates

between the candidates k and their neighbors q are computed
and normalized with the neighborhood radius r to form the
local coordinates, or P(k)

local ∈ [−1, 1]Q×3. Next, we use
an MLP layer to transform the local features F

(k)
local and

the local coordinates P(k)
local into the instance-wise features

e(k) of candidate k. We also add a residual connection
with the original features f (k) to avoid gradient vanishing.
Concretely, the instance-wise feature can be computed as:

e(k) = f (k) +max
q

(
MLP

([
F

(k)
local;P

(k)
local

]))
, (2)

where [·; ·] denotes the concatenation operations. From E, a
linear layer is used to predict instance classification scores
L, instance boxes B, and instance kernels W.

It is worth noting that, to obtain the instance-wise features
E, instead of using a single PA block, we propose a progres-
sive way, by sequentially applying multiple PA blocks. In
this way, the subsequent block will sample from the smaller
number of points sampled by the previous block. Doing so
has the same effect as stacking multiple convolutional layers
in 2D images in order to increase the receptive field.

3.2. Box-aware Dynamic Convolution

In the dynamic convolution of [16, 17, 38], for each
candidate k, the relative position of all points w.r.t k,
F

(k)
pos ∈ RN×3 and the point-wise mask features Fmask ∈

RN×H are concatenated and convolved with instance ker-
nels w(k) to obtain the instance binary mask m̂(k) =

Sigmoid
(

Conv
([

Fmask;F
(k)
pos

]
;w(k)

))
, where Conv is

implemented as several convolutional layers. However, we
would argue that only using the mask features and positions
is sub-optimal. For example, points near the boundary of
adjacent objects whose class is the same are indistinguish-
able from each other when only using the mask features and
positions in 3D.

On the other hand, 3D bounding box delineates the shape
and size of an object, which provides an important geo-
metric cue for the prediction of object masks in instance
segmentation. Our method uses bounding box predictions
as an auxiliary task that regularizes instance segmentation
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training. Particularly, for each point, we propose to regress
the axis-aligned bounding box deduced from the object
mask. The predicted boxes Fbox ∈ RN×6 are then used
to condition the mask feature to generate kernels for the
box-aware dynamic convolution (see the green block in
Fig. 2). Each bounding box is parameterized by a 6D vec-
tor f (i)

box = (x1, y1, z1, x2, y2, z2) that represents the mini-
mum and maximum bound of the point coordinates of an
instance. It is worth noting that we choose to use axis-aligned
bounding boxes because the ground-truth boxes are basically
available for free as they can be easily constructed from
ground-truth instance annotations.

Therefore, we propose to use the predicted boxes as an
additional geometric cue in dynamic convolution, giving
the name of our proposed box-aware dynamic convolution.
Intuitively, two points will belong to the same object if their
predicted boxes are similar. Our final instance mask m̂(k) ∈
[0, 1]1×N of the k-th candidate is obtained as:

m̂(k) = Sigmoid
(

Conv
([

Fmask;F
(k)
pos;F

(k)
geo

]
;w(k)

))
.

(3)
The geometric feature F(k)

geo ∈ RN×6 can be calculated from
the absolute difference of the bounding box predicted by the
k-th instance candidate and N points in the input point cloud
P, or f (k,i)

geo =
∣∣∣f (i)

box − f
(k)
box

∣∣∣.
3.3. Network Training

We train our approach with the Pointwise Loss and
Instance-wise Loss. The former is incurred at the point-wise
prediction, i.e., the cross-entropy loss for semantic segmen-
tation, and the L1 loss and gIoU loss [31] for bounding box
regression. The latter is incurred at each instance prediction
namely classification, box prediction, and mask prediction
using the one-to-many matching loss proposed by [20] for
2D object detection. Specifically, the matching cost is the
combination of instance classification and instance masks:

C(k, j) = γmaskCmask(m̂
(k),m(j))+Ccls(l̂

(k), l(j)), (4)

where Cmask is the dice loss [32] between two masks. Pre-
cisely, S predicted masks are matched to one ground-truth
mask by duplicating the ground truth S times in Hungarian
matching. In this way, the training convergence is much
faster and the mask prediction performance is better than
the one-to-one matching proposed by DETR [3]. Then the
instance-wise loss incurred between the ground-truth masks
and their matched predicted masks is defined as:

Linst = Lcls+λboxLbox+λmaskLmask +λmsLMS , (5)

where Lcls is the cross-entropy loss, Lmask is the combina-
tion of dice loss and BCE loss, Lbox is the combination of
L1 loss and gIoU loss, and LMS is the Mask-Scoring loss
[19].

4. Experiments
4.1. Experimental Setup

Datasets. We evaluate our method on three datasets: Scan-
NetV2 [8], S3DIS [1], and STPLS3D [4]. The ScanNetV2
dataset consists of 1201, 312, and 100 scans with 18 object
classes for training, validation, and testing, respectively. We
report the evaluation results on the validation and test sets
of ScanNetV2 as in the previous work. The S3DIS dataset
contains 271 scenes from 6 areas with 13 categories. We re-
port evaluations for both Area 5 and 6-fold cross-validation.
The STPLS3D dataset is an aerial photogrammetry point
cloud dataset from real-world and synthetic environments. It
includes 25 urban scenes of a total of 6km2 and 14 instance
categories. Following [5, 34], we use scenes 5, 10, 15, 20,
and 25 for validation and the rest for training.
Evaluation Metrics. Average precision commonly used for
object detection and instance segmentation tasks is adopted,
i.e., AP50 and AP25 are the scores with IoU thresholds of
50% and 25%, respectively, while AP is the averaged scores
with IoU thresholds from 50% to 95% with a step size of
5%. Box AP means the average precision of the 3D axis-
aligned bounding box prediction. Additionally, the S3DIS is
also evaluated using mean coverage (mCov), mean weighed
coverage (mWCov), mean precision (mPrec50), and mean
recall (mRec50) with IoU threshold of 50%.
Implementation Details. We implement our model using
PyTorch deep learning framework [27] and train it on 320
epochs with AdamW optimizer on a single V100 GPU. The
batch size is set to 16. The learning rate is initialized to 0.004
and scheduled by a cosine annealing [41]. Following [34],
we set the voxel size to 0.02m for ScanNetV2 and S3DIS,
and to 0.3m for STPLS3D due to its sparsity and much
larger scale. In training, the scenes are randomly cropped at
a maximum number of 250,000 points. In testing, the whole
scenes are fed into the network without cropping. We use
the same backbone design as in [34], which outputs a feature
map of 32 channels. A stack of two layers of PA is used in
the sampling-based instance-aware encoder. τ is set to 0.5.
We set the ball query radius r to 0.2 and 0.4 for these two
layers and the number of neighbors Q = 32 for both layers.
We also implement the box-aware dynamic convolution with
two layers with a hidden dimension of 32. γmask is set to
5. λbox, λmask, and λms are set to 1, 5, and 1, respectively.
In training, we set S = 4 and K = 256. In inference,
we set K = 384 and use Non-Maximum-Suppression to
remove redundant mask predictions with a threshold of 0.2.
Following [14, 26, 38], we leverage the superpoints [23, 24]
to align the final predicted masks on the ScanNetV2 dataset.

4.2. Main Results

ScanNetV2. We report the instance segmentation results on
the hidden test set in Tab. 2 and the instance segmentation
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Method Venue AP AP50 AP25

SGPN [35] CVPR 18 4.9 14.3 26.1
MTML [39] ICCV 19 28.2 54.9 73.1
3D-BoNet [39] NeurIPS 19 25.3 48.8 68.7
PointGroup [21] CVPR 20 40.7 63.6 77.8
OccuSeg [14] CVPR 20 44.3 67.2 74.2
DyCo3D [16] CVPR 21 39.5 64.1 76.1
PE [41] CVPR 21 39.6 64.5 77.6
HAIS [5] ICCV 21 45.7 69.9 80.3
SSTNet [26] ICCV 21 50.6 69.8 78.9
SoftGroup [34] CVPR 22 50.4 76.1 86.5
RPGN [9] ECCV 22 42.8 64.3 80.6
PointInst3D [17] ECCV 22 43.8 - -
Di&Co3D [42] ECCV 22 47.7 70.0 80.2
DKNet [38] ECCV 22 53.2 71.8 81.5

ISBNet - 55.9 76.3 84.5

Table 2. 3D instance segmentation results on ScanNetV2 hidden
test set in terms of AP scores. The best results are in bold and the
second best ones are in underlined. Our proposed method achieves
the highest AP, outperforming the previous strongest method.

and object detection results on the validation set in Tab. 3. On
the hidden test set, ISBNet achieves 55.9/76.6 in AP/AP50,
set a new state-of-the-art performance on ScanNetV2 bench-
mark. On the validation set, our proposed method surpasses
the second-best method with large margins, +3.7/5.5/3.6
in AP/AP50/AP25 and +2.6/6.5 in Box AP50/Box AP25.

S3DIS. Tab. 4 summarizes the results on Area 5 and 6-
fold cross-validation of the S3DIS dataset. On both Area 5
and cross-validation evaluations, our proposed method over-
takes the strongest method by large margins in almost met-
rics. On the 6-fold cross-validation evaluation, we achieve
74.9/76.8/77.1 in mCov/mWCov/mRec50, with an improve-
ment of +3.5/2.7/3.1 compared with the second-strongest
method.

STPLS3D. Tab. 5 shows the results on the validation set
of the STPLS3D dataset. Our method achieves the highest
performance in all metrics and surpasses the second-best by
+3.0/2.2 in AP/AP50.

4.3. Qualitative Results

We visualize the qualitative results of our method,
DyCo3D [16], and DKNet [38] on ScanNetV2 validation set
in Fig. 3. As can be seen, our method successfully distin-
guishes nearby instances with the same semantic class. Due
to the limitation of clustering, DyCo3D [16] mis-segments
parts of the bookshelf (row 1) and merges nearby sofas (rows
2, 3). DKNet [38] over-segments the window in row 2, and
also wrongly merges nearby sofas and table (row 3).

4.4. Ablation Study

We conduct a series of ablation studies on the validation
set of the ScanNetV2 dataset to investigate ISBNet.

Method AP AP50 AP25 Box AP50 Box AP25

GSPN [40] 19.3 37.8 53.4 10.8 19.8
PointGroup [21] 34.8 51.7 71.3 48.9 61.5
HAIS [5] 43.5 64.4 75.6 53.1 64.3
DyCo3D [16] 40.6 61.0 - 45.3 58.9
SSTNet [26] 49.4 64.3 74.0 52.7 62.5
SoftGroup [34] 46.0 67.6 78.9 59.4 71.6
RPGN [9] - 64.2 - - -
PointInst3D [17] 45.6 63.7 - 51.0 -
Di&Co3D [42] 47.7 67.2 77.2 - -
DKNet [38] 50.8 66.7 76.9 59.0 67.4

ISBNet 54.5 73.1 82.5 62.0 78.1

Table 3. 3D instance segmentation and 3D object detection results
on ScanNetV2 validation set.

Method AP AP50 mCov mWCov mPrec50 mRec50

SGPN† [40] - - 32.7 35.5 36.0 28.7
PointGroup† [21] - 57.8 - - 61.9 62.1
HAIS† [5] - - 64.3 66.0 71.1 65.0
SSTNet† [26] 42.7 59.3 - - 65.6 64.2
SoftGroup† [34] 51.6 66.1 66.1 68.0 73.6 66.6
RPGN† [9] - - - - 64.0 63.0
PointInst3D† [17] - - 64.3 65.3 73.1 65.2
Di&Co3D† [42] - - 65.5 66.1 63.9 67.2
DKNet† [38] - - 64.7 65.6 70.8 65.3

ISBNet† 56.3 67.5 70.0 70.7 70.5 72.0

SGPN‡ [40] - 54.4 37.9 40.8 38.2 31.2
3D-BoNet‡ [39] - - - - 65.6 47.7
PointGroup‡ [21] - 64.0 - - 69.6 69.2
OccuSeg‡ [14] - - - - 72.8 60.3
HAIS‡ [5] - - 67.0 70.4 73.2 69.4
SSTNet‡ [26] 54.1 67.8 - - 73.5 73.4
SoftGroup‡ [34] 54.4 68.9 69.3 71.7 75.3 69.8
RPGN‡ [9] - - - - 84.5 70.5
PointInst3D‡ [17] - - 71.5 74.1 76.4 74.0
DKNet‡ [38] - - 70.3 72.8 75.3 71.1

ISBNet‡ 60.8 70.5 74.9 76.8 77.5 77.1

Table 4. 3D instance segmentation results on S3DIS dataset. Meth-
ods marked with † are evaluated on Area 5, and methods marked
with ‡ are evaluated on 6-fold cross-validation.

AP AP50

PointGroup[21] 23.3 38.5
HAIS[5] 35.1 46.7
SoftGroup[34] 46.2 61.8

ISBNet 49.2 64.0

Table 5. 3D instance segmen-
tation results on STPLS3D
validation set.

BCE Focal Dice AP AP50

✓ 53.6 72.1
✓ 46.5 63.4
✓ ✓ 53.9 72.1

✓ ✓ 54.5 73.1

Table 6. Ablation study on differ-
ent combinations of mask losses on
ScanNetV2 validation set.

The impact of different combinations of mask losses is
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Figure 3. Representative examples on ScanNetV2 validation set. Each row shows an example with the input, Semantic ground truth, and
Instance ground truth in the first three columns. Our method (the last column) produces more precise instance masks, especially in regions
where multiple instances with the same semantic label lie together.

shown in Tab. 6. Notably, using a combination of binary
cross entropy and dice loss yields the best result, 54.5 in AP.

The impact of each component on the overall perfor-
mance is shown in Tab. 7. DyCo3D∗ in row 1 is our re-
implementation of DyCo3D with the same backbone as
[5, 34, 38], and it is trained with the one-to-many match-
ing loss. The baseline in row 2 is a model with standard
Farthest Point Sampling (FPS), standard Dynamic Convolu-
tion as in [16, 17, 38], and without Local Aggregation Layer
(LAL) . It can be seen that replacing the clustering and the
tiny Unet in DyCo3D∗ decreases the performance from 49.4
to 47.9 in AP. When the standard FPS in the baseline is
replaced by the Instance-aware Farthest Point Sampling (IA-
FPS), the performance improves to 49.7 in row 3. When
adding LAL to the baseline model, the AP score increases to
50.1 in row 4 and outperforms the AP of DyCo3D∗ by 0.7.
Simply replacing the standard Dynamic Convolution with
the Box-aware Dynamic Convolution (BA-DyCo) gains +0.7
in AP in row 5. Especially, combining the IA-FPS and PA
significantly boosts the performance, +5.5/+6.8 in AP/AP50

in row 6. Finally, the full approach in row 7, ISBNet achieves
the best performance 54.5/73.1 in AP/AP50.

The impact of axis-aligned bounding box regression is
shown in Tab. 8. Without using the bounding box as an
auxiliary supervision (Aux.), our method achieves 52.8/71.6
in AP/AP50. Adding the bounding box loss during training
brings a 0.6 improvement in AP. Especially, when using
the bounding box as an extra geometric cue (Geo. Cue) in
the dynamic convolution, the result significantly increases
to 54.5/73.1 in AP/AP50. This justifies our claim that the
3D bounding box is a critical geometric cue to distinguish

IA-FPS LAL BA-DyCo AP AP50 AP25

DyCo3D∗ 49.4 67.6 77.4
Baseline 47.9 66.4 77.1

✓ 49.7 67.5 78.6
✓ 50.1 69.4 79.1

✓ 48.6 67.7 77.8
✓ ✓ 53.4 71.9 81.8

ISBNet ✓ ✓ ✓ 54.5 73.1 82.5

Table 7. Impact of each component of ISBNet on ScanNetV2
validation set. IA-FPS: Instance-aware Farthest Point Sampling,
LAL: Local Aggregation Layer, BA-DyCo: Box-aware Dynamic
Convolution. ∗: our improved version of DyCo3D [16].

Aux. Geo. Cue AP AP50

52.8 71.6
✓ 53.4 71.9
✓ ✓ 54.5 73.1

Table 8. The impact of 3D axis-
aligned bounding box regression.

# of PA AP AP50

1 53.2 72.5
2 54.5 73.1
3 54.3 73.0

Table 9. The number of Point
Aggregator (PA) blocks.

instances in 3D point cloud.

The impact of the number of Point Aggregator (PA)
blocks is represented in Tab. 9. With a single block of PA,
our method achieves 53.2/72.5 in AP/AP50. Stacking two
blocks of PA gives 1.3/0.6 gains in these metrics. However,
when we add more blocks, the results slightly decrease to
54.3/73.0 in AP/AP50.

The impact of different designs of the Dynamic Convolu-
tion is shown in Tab. 10. Here, using two layers of dynamic
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# of layers Dimensions # of params AP AP50

1 (41,1) 41 45.7 67.1
2 (25,8,1) 216 53.6 72.1
2 (41,16,1) 688 53.9 72.3
2 (41,32,1) 1376 54.5 73.1
3 (41,16,16,1) 960 53.9 72.7
3 (41,32,16,1) 1696 54.2 72.8

Table 10. Ablation on the Box-aware Dynamic Convolution.

Chunk size Total samples K AP AP50 AP25

(256) 256 53.9 72.2 80.8
(384) 384 54.2 72.4 81.4
(512) 512 53.6 71.9 81.1

(128,128,128) 384 54.0 72.8 81.0
(192,128,64) 384 54.5 73.1 82.5

Table 11. Ablation on the sample chunk size of Iterative sampling.

convolution with the hidden channels of 32 gives the best
results. Using only a single layer of dynamic convolution
leads to a significant drop in performance. On the other hand,
adding too many layers, i.e., three layers yields worse results.
Reducing the number of hidden channels slightly decreases
the performance. Thanks to the additional geometric cue,
even with only 216 parameters of dynamic convolution, our
model can achieve 53.6/72.1 in AP/AP50, demonstrating the
robustness of the box-aware dynamic convolution.

Ablation on the chunk size of IA-FPS. We study different
designs of the sampling chunk size of IA-FPS in inference in
Tab. 11. The first three rows show the results when we sam-
ple K candidates at once. Increasing the number of samples
from 256 to 384 slightly improves the overall performance,
but at 512 samples, the result drops to 53.6 in AP. When
splitting K into smaller chunks of size (192,128,64) and
sampling points based on Eq. (1), the performance further
boosts to 54.5/73.1 in AP/AP50 in the last row.

Runtime Analysis. Fig. 4 reports the component and total
runtimes of ISBNet and 5 recent state-of-the-art methods
of 3DIS on the same Titan X GPU. All the methods can be
roughly separated into three main stages: backbone, instance
abstractor, and mask decoder. Our method is the fastest
method, with only 237ms in total runtime and 152/53/32
ms in backbone/instance abstractor/mask decoder stages.
Compared with the instance abstractors in PointGroup [21],
DyCo3D [16], and SoftGroup [34] which are based on clus-
tering, our instance abstractor based on our Point Aggregator
significantly reduce the runtime. Our mask decoder, which is
implemented by dynamic convolution, is the second fastest
among these methods. This proves the efficiency of our
proposed method.
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Figure 4. Components and total runtimes (in ms) and results in AP
of five previous methods and ISBNet on ScanNetV2 validation set.
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Figure 5. A hard case on ScanNetV2 validation set where a fridge
is bounded by a counter. ISBNet and previous methods wrongly
merge points from these instances into a single object.

5. Conclusion

In this work, we have introduced the ISBNet , a concise
dynamic convolution-based approach to address the task of
3D point cloud instance segmentation. Considering the per-
formance of instance segmentation models relying on the
recall of candidate queries, we propose our Instance-aware
Farthest Point Sampling and Point Aggregator to efficiently
sample candidates in the 3D point cloud. Additionally, lever-
aging the 3D bounding box as auxiliary supervision and
a geometric cue for dynamic convolution further enhances
the accuracy of our model. Extensive experiments on Scan-
NetV2, S3DIS, and STPLS3D datasets show that our ap-
proach achieves robust and significant performance gain on
all datasets, surpassing state-of-the-art approaches in 3D in-
stance segmentation by large margins, i.e., +2.7, +2.4, +3.0
in AP on ScanNetV2, S3DIS and STPLS3D.

Our method is not without limitations. For example, our
instance-aware FPS does not guarantee to cover all instances
as it relies on the current instance prediction to make deci-
sions for point sampling. Our proposed axis-aligned bound-
ing box may not tightly fit the shape of complicated instances.
A hard case is shown in Fig. 5 where a fridge is bounded by
a counter. Our model cannot distinguish these points as they
share similar bounding boxes. Addressing these limitations
might lead to improvement in future work. Additionally, a
new study on improving dynamic convolution by leveraging
objects’ geometric structures such as their shapes and sizes
would be an interesting research topic.
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