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Abstract
Conditional image-to-video (cI2V) generation aims to

synthesize a new plausible video starting from an image
(e.g., a person’s face) and a condition (e.g., an action class
label like smile). The key challenge of the cI2V task lies
in the simultaneous generation of realistic spatial appear-
ance and temporal dynamics corresponding to the given
image and condition. In this paper, we propose an ap-
proach for cI2V using novel latent flow diffusion models
(LFDM) that synthesize an optical flow sequence in the la-
tent space based on the given condition to warp the given
image. Compared to previous direct-synthesis-based works,
our proposed LFDM can better synthesize spatial details
and temporal motion by fully utilizing the spatial content of
the given image and warping it in the latent space accord-
ing to the generated temporally-coherent flow. The training
of LFDM consists of two separate stages: (1) an unsuper-
vised learning stage to train a latent flow auto-encoder for
spatial content generation, including a flow predictor to es-
timate latent flow between pairs of video frames, and (2) a
conditional learning stage to train a 3D-UNet-based diffu-
sion model (DM) for temporal latent flow generation. Un-
like previous DMs operating in pixel space or latent feature
space that couples spatial and temporal information, the
DM in our LFDM only needs to learn a low-dimensional
latent flow space for motion generation, thus being more
computationally efficient. We conduct comprehensive ex-
periments on multiple datasets, where LFDM consistently
outperforms prior arts. Furthermore, we show that LFDM
can be easily adapted to new domains by simply finetun-
ing the image decoder. Our code is available at https:
//github.com/nihaomiao/CVPR23_LFDM .

1. Introduction
Image-to-video (I2V) generation is an appealing topic

and has many potential applications, such as artistic cre-
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“Draw circle
clockwise”

“Fold wings”

“Surprise”

Figure 1. Examples of generated video frames and latent flow se-
quences using our proposed LFDM. The first column shows the
given images x0 and conditions y. The latent flow maps are back-
ward optical flow to x0 in the latent space. We use the color coding
scheme in [4] to visualize flow, where the color indicates the di-
rection and magnitude of the flow.

ation, entertainment and data augmentation for machine
learning [30]. Given a single image x0 and a condition
y, conditional image-to-video (cI2V) generation aims to
synthesize a realistic video with frames 0 to k, x̂K

0 =
{x0, x̂1, . . . , x̂K}, starting from the given frame x0 and sat-
isfying the condition y. Similar to conditional image syn-
thesis works [43, 82], most existing cI2V generation meth-
ods [16, 19, 21, 30, 36, 77] directly synthesize each frame in
the whole video based on the given image x0 and condition
y. However, they often struggle with simultaneously pre-
serving spatial details and keeping temporal coherence in
the generated frames. In this paper, we propose novel latent
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Figure 2. The video generation (i.e., inference) process of LFDM.
The generated flow sequence f̂K1 and occlusion map sequence m̂K

1

have the same spatial size as image latent map z0. The brighter
regions in m̂K

1 mean those are regions less likely to be occluded.

flow diffusion models, termed LFDM, which mitigate this
issue by synthesizing a latent optical flow sequence condi-
tioned on y, to warp the image x0 in the latent space for gen-
erating new videos (see Fig. 1 for an example). Unlike pre-
vious direct-synthesis or warp-free based methods, the spa-
tial content of the given image can be consistently reused by
our warp-based LFDM through the generated temporally-
coherent flow. So LFDM can better preserve subject ap-
pearance, ensure motion continuity and also generalize to
unseen images, as shown in Sec. 4.3.

To disentangle the generation of spatial content and tem-
poral dynamics, the training of LFDM is designed to in-
clude two separate stages. In stage one, inspired by recent
motion transfer works [50,62,75,76,79], a latent flow auto-
encoder (LFAE) is trained in an unsupervised fashion. It
first estimates the latent optical flow between two frames
from the same video, a reference frame and a driving frame.
Then the reference frame is warped with predicted flow and
LFAE is trained by minimizing the reconstruction loss be-
tween this warped frame and the driving frame. In stage
two, a 3D U-Net [12] based diffusion model (DM) is trained
using paired condition y and latent flow sequence extracted
from training videos using trained LFAE. Conditioned on y
and image x0, the DM learns how to produce temporally co-
herent latent flow sequences through 3D convolutions. Dif-
ferent from previous DMs learning in a high-dimensional
pixel space [20, 24, 27, 65, 73, 84] or latent feature space
[57] that couples spatial and temporal information, the DM
in LFDM operates in a simple and low-dimensional latent
flow space which only describes motion dynamics. So the
diffusion generation process can be more computationally
efficient. Benefiting from the decoupled training strategy,
LFDM can be easily adapted to new domains. In Sec. 4.3,
we show that using the temporal latent flow produced by
DM trained in the original domain, LFDM can animate fa-

cial images from a new domain and generate better spatial
details if the image decoder is finetuned.

During inference, as Fig 2 shows, we first adopt the DM
trained in stage two to generate a latent flow sequence f̂K1
conditioned on y and given image x0. To generate the oc-
cluded regions in new frames, the DM also produces an oc-
clusion map sequence m̂K

1 . Then image x0 is warped with
f̂K1 and m̂K

1 in the latent space frame-by-frame to generate
the video x̂K

1 . By keeping warping the given image x0 in-
stead of previous synthesized frames, we can avoid artifact
accumulation. More details will be introduced in Sec. 3.3.

Our contributions are summarized as follows:

• We propose novel latent flow diffusion models
(LFDM) to achieve image-to-video generation by syn-
thesizing a temporally-coherent flow sequence in the
latent space based on the given condition to warp the
given image. To the best of our knowledge, we are the
first to apply diffusion models to generate latent flow
for conditional image-to-video tasks.

• A novel two-stage training strategy is proposed for
LFDM to decouple the generation of spatial content
and temporal dynamics, which includes training a la-
tent flow auto-encoder in stage one and a conditional
3D U-Net based diffusion model in stage two. This
disentangled training process also enables LFDM to
be easily adapted to new domains.

• We conduct extensive experiments on multiple
datasets, including videos of facial expression, human
action and gesture, where our proposed LFDM consis-
tently outperforms previous state-of-the-art methods.

2. Related Work
2.1. Image-to-Video Generation

Conditional video generation aims to synthesize videos
guided by user-provided signals. According to which
kind of conditions are provided, conditional video gener-
ation can be categorized into text-to-video (T2V) genera-
tion [5,13,29,42,48,49,54,80], video-to-video (V2V) gen-
eration [10,47,50,75,76,78], and image-to-video (I2V) gen-
eration [7,8,16,30,46,53,77,81,83,85]. I2V is also closely
related to video prediction from single images [3, 36, 41].
Depending on the availability of motion cues, I2V can
be further classified into stochastic (i.e., only using given
image x0) [3, 41, 53, 81, 85] and conditional generation
[7, 8, 16, 30, 36, 46, 77, 83] (using x0 and given condition
y). Here we mainly discuss previous conditional image-to-
video (cI2V) generation methods.

Yang et al. [83] proposed a pose-guided method by first
extracting pose from given image x0 and learning a GAN
model to produce pose sequence conditioned on y. Then an-
other GAN model was employed to synthesize video frames
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from the poses. However, direct pose-to-video synthesis
may be difficult to produce fine-grained details. Blattmann
et al. [7, 8] proposed interactive I2V models which allowed
users to specify the desired motion through manual pok-
ing of a pixel. Mahapatra et al. [46] achieved cI2V by es-
timating optical flow maps from motion direction inputs.
Though these methods do not require users to provide de-
tailed guidance, it is hard for them to generate videos with
complex motions. Wang et al. [77] proposed a GAN model
ImaGINator, which includes a specially designed spatio-
temporal fusion scheme and transposed (1+2)D convolu-
tion. Hu et al. [30] proposed a I2V generator with a motion
anchor structure to store appearance-motion aligned repre-
sentations. However, these direct synthesis methods require
modeling both spatial and temporal features, which may
complicate the network training.

Differences from previous flow-based I2V works.
Several stochastic I2V works [41,53,85] designed warping-
flow-based models, which generated flow using GAN [17]
or VAE [39] and only conditioned on given image x0. Our
LFDM instead generates flow sequences based on both im-
age x0 and condition y using diffusion models [25], which
have emerged as a new paradigm in generation tasks. More-
over, unlike their separately-trained flow predictor and flow-
warped frame generator, the latent flow auto-encoder in
LFDM learns these modules together in an unsupervised
fashion. Although the cI2V method in [46] also adopted
warping flow to model the motion of fluid elements (water,
smoke, fire, etc.), their flow maps can be easily acquired
from motion direction inputs. This is because fluid ele-
ments can follow the assumption of time-invariant motion
field [28], which does not hold for complex motions such
as human movements.

2.2. Diffusion Models for Video Generation

Diffusion models (DMs) [25, 67] have very recently
found remarkable success in image generation [2,15,18,26,
32,35,44,51,52,55–57,60,61]. For example, Rombach [57]
proposed latent diffusion models (LDM) for image gen-
eration by applying DM in the latent space of pretrained
auto-encoders. For video generation, DMs also showed
promising performance [20, 24, 27, 65, 74, 84]. Ho et al.
[27] introduced video diffusion models (VDM) by chang-
ing the 2D U-Net [58] in image DM to be 3D U-Net [12].
In [24], they further utilized VDM to design a base video
generation model and improve it with a sequence of video
super-resolution models. Singer et al. [65] exploited pre-
trained text-to-image DMs to achieve text-to-video genera-
tion without paired text-video data. Different from all the
above models, LFDM instead applies DM to generate latent
flow sequences for conditional image-to-video generation.

3. Our Method
Let n ∼ N (0, I) be a Gaussian noise volume with the

shape of Kn × Hn × Wn × Cn, where Kn Hn, Wn, and
Cn are length, height, width, and channel number, respec-
tively. Given one starting image x0 and condition y, let
xK
0 = {x0, x1, . . . , xK} be the real video of condition

y, the goal of conditional image-to-video (cI2V) genera-
tion is to learn a mapping that converts the noise volume
n to a synthesized video, x̂K

1 = {x̂1, . . . , x̂K}, so that the
conditional distribution of x̂K

1 given x0 and y is identical
to the conditional distribution of xK

1 given x0 and y, i.e.,
p(x̂K

1 |x0, y) = p(xK
1 |x0, y). Similar to [36,77,83], we only

consider the class label as the input condition y. In this sec-
tion, we first introduce the background of diffusion models,
then explain our proposed two-stage training framework in
LFDM and finally illustrate our inference process.

3.1. Diffusion Models
Our proposed LFDM is built on denoising diffusion

probabilistic models (DDPM) [25, 67, 70]. Given a sample
from the data distribution s0 ∼ q(s0), the forward process
of DDPM produces a Markov chain s1, . . . , sT by progres-
sively adding Gaussian noise to s0 according to a variance
schedule β1, . . . , βT , that is:

q(st|st−1) = N (st;
√

1− βtst−1, βtI) , (1)

where variances βt are held constant. When βt are small,
the posterior q(st−1|st) can be well approximated by di-
agonal Gaussian [51, 67]. Moreover, if the T of the chain
is large enough, sT can be well approximated by standard
Gaussian N (0, I). These suggest that the true posterior
q(st−1|st) can be estimated by pθ(st−1|st) defined as:

pθ(st−1|st) = N (st−1;µθ(st), σ
2
t I) , (2)

where variances σt are also constants. The DDPM re-
verse process (also termed sampling) then produces sam-
ples s0 ∼ pθ(s0) by starting with Gaussian noise sT ∼
N (0, I) and gradually reducing noise in a Markov chain
of sT−1, sT−2, . . . , s0 with learnt pθ(st−1|st). To learn
pθ(st−1|st), Gaussian noise ϵ is added to s0 to generate
samples st ∼ q(st|s0), then a model ϵθ is trained to pre-
dict ϵ using the following mean-squared error loss:

L = Et∼U(1,T ),s0∼q(s0),ϵ∼N (0,I)[||ϵ− ϵθ(st, t)||2] , (3)

where time step t is uniformly sampled from {1, . . . , T}.
Then µθ(st) in Eq. 2 can be derived from ϵθ(st, t) to model
pθ(st−1|st) [25]. Denoising model ϵθ is usually imple-
mented via a time-conditioned U-Net [58] with residual
blocks [22] and self-attention layers [72]. And time step t
is specified to ϵθ by the sinusoidal position embedding [72].
For conditional generation, i.e., sampling s0 ∼ pθ(s0|y),
one can simply learn a y-conditioned model ϵθ(st, t, y)
[51, 57]. Recently, Ho et al. [26] proposed classifier-free
guidance for conditional generation in DMs. During train-
ing, the condition y in ϵθ(st, t, y) is replaced by a null label
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Figure 3. The training framework of LFDM. On the left is stage one for training latent flow auto-encoder while on the right is stage two for
training diffusion model. In stage two, the encoder Φ is the one already trained in stage one, and the latent flow sequence fK1 and occlusion
map sequence mK

1 are estimated between x0 and each frame in ground truth video xK
1 using the trained flow predictor F from stage one.

∅ with a fixed probability. During sampling, the model out-
put is generated as follows:

ϵ̂θ(st, t, y) = ϵθ(st, t, ∅) + g · (ϵθ(st, t, y)− ϵθ(st, t, ∅)) , (4)

where g is the guidance scale.

3.2. Training

The overall training process of LFDM is shown in Fig. 3,
which includes two separate stages to decouple the genera-
tion of spatial content and temporal dynamics. In stage one,
a latent flow auto-encoder (LFAE) is trained in an unsuper-
vised fashion to estimate latent flow between a pair of video
frames, a reference frame and a driving frame, and the ref-
erence frame is warped with the latent flow to reconstruct
the driving frame. In stage two, we train a 3D-UNet-based
diffusion model (DM) to produce temporally-coherent la-
tent flow sequence conditioned on image x0 and class y.
Implementation details will be presented in Sec 4.2.

3.2.1 Stage One: Latent Flow Auto-Encoder

In stage one, we train a latent flow auto-encoder (LFAE) in
an unsupervised manner. As Fig. 3 shows, LFAE contains
three trainable modules: an image encoder Φ to represent
image x as latent map z, a flow predictor F to estimate the
latent flow f and occlusion map m between video frames,
and an image decoder Ω to decode warped latent map z̃ as
output image x̂. During the stage-one training, we first ran-
domly select two frames from the same video, a reference
frame xref and a driving frame xdri. Both xref and xdri are
RGB frames so their size is Hx ×Wx × 3. Encoder Φ then
encodes xref as latent map z with the size of Hz×Wz×Cz .
xref and xdri are also fed to flow predictor F to estimate the
backward latent flow f from xdri to xref, which has the same
spatial size (Hz × Wz × 2) as latent map z. Here flow f
has 2 channels because it describes the horizontal and ver-
tical movement between frames. And we employ backward

flow because it can be efficiently implemented through a
differentiable bilinear sampling operation [31]. However,
only using f to warp latent z may be insufficient to gen-
erate the latent map of xdri because warping can only use
existing appearance information in z. When occlusions ex-
ist, which are common in those videos containing large mo-
tions, LFAE should be able to generate those invisible parts
in z. So similar to [62, 76], flow predictor F also estimates
a latent occlusion map m with the size of Hz × Wz × 1,
as shown in Fig. 3. Here m contains values changing from
0 to 1 to indicate the degree of occlusion, where 1 is not
occluded and 0 means entirely occluded. The final warped
latent map z̃ can be produced by:

z̃ = m⊙W(z, f) , (5)

where W(·, ·) is backward warped map and ⊙ indicates
element-wise multiplication. Decoder Ω subsequently de-
codes the visible parts and inpaints the occluded parts of
latent z̃ for generating output image x̂out, which should be
the same as driving frame xdri. Thus LFAE can be trained
with the following reconstruction loss using only unlabeled
video frames:

LLFAE = Lrec(x̂out, xdri) , (6)

where Lrec is the loss measuring the difference between
reconstructed frame x̂out and ground truth frame xdri. Here
we implement Lrec using the perceptual loss [33] based on
pretrained VGG network [64].

3.2.2 Stage Two: Diffusion Model

In stage two, a 3D-UNet-based diffusion model (DM) is
trained to synthesize a temporally-coherent latent flow se-
quence. The trained image encoder Φ and flow predictor F
from stage one are required in the training of this stage two.
Given an input video xK

0 = {x0, x1, . . . , xK} and its corre-
sponding class condition y, we first compute the latent flow
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sequence from frame 1 to frame k, fK1 = {f1, . . . , fK},
and the occlusion map sequence mK

1 = {m1, . . . ,mK} by
applying trained F to estimate fi and mi between starting
frame x0 and each frame xi, where i = 1, . . . ,K. The size
of fK1 and mK

1 are K×Hz×Wz×2 and K×Hz×Wz×1,
respectively. We concatenate fK1 and mK

1 along the chan-
nel dimension, which produces a K×Hz×Wz×3 volume
s0 = cat[fK1 ,mK

1 ]. Then s0 is mapped to a standard Gaus-
sian noise volume n ∼ N (0, I) by gradually adding 3D
Gaussian noise through the DDPM forward process. The
encoder Φ further represents starting frame x0 as latent map
z0 and pretrained BERT [14] encodes class condition y as
text embedding e. Here we choose BERT embedding in-
stead of one-hot encoding to represent y because text em-
bedding can better capture the semantic similarity among
different classes. Conditioned on z0 and e, denoising model
ϵθ(st, t, z0, e) is trained to predict the added noise ϵ in st
based on a conditional 3D U-Net with the following loss:

LDM = Et∼U(1,T ),s0∼q(s0),ϵ∼N (0,I)[||ϵ− ϵθ(st, t, z0, e)||2] ,
(7)

where time step t is uniformly sampled from {1, . . . , T}. ϵθ
is further used in DDPM reverse sampling process to output
ŝ0 = cat[f̂K1 , m̂K

1 ] with the size of K×Hz×Wz×3, where
f̂K1 = {f̂1, . . . , f̂K} and m̂K

1 = {m̂1, . . . , m̂K} are synthe-
sized latent flow and occlusion map sequences. So the latent
flow space in our DM is only of the size K×Hz ×Wz × 3.
Its dimensions can be much lower than the RGB pixel space
dimensions (K ×Hx ×Wx × 3) used by DMs in [24, 27],
if the spatial size of latent map Hz × Wz is much smaller
than image size Hx ×Wx. Also, the latent flow space only
contains motion and shape features. So it can be easier to
model than the latent feature space used in [57], which con-
tains other spatial details such as texture and color, as well
as all the information in our latent flow space. Therefore,
the latent flow space in our approach is both simple and low-
dimensional, which helps to ease the generation and reduce
computational cost, as shown in Sec. 4.3.

3.3. Inference

As Fig. 2 shows, for a given image x0 and condition y,
the image encoder Φ encodes x0 as latent map z0 and pre-
trained BERT represents y as embedding e. Conditioned
on z0 and e, a randomly sampled Gaussian noise volume n
with the size of Kz×Hz×Wz×3 is gradually denoised by
ϵθ through the DDPM reverse sampling process to generate
the latent flow sequence f̂K1 and occlusion map sequence
m̂K

1 . Then the latent map z0 is warped by each f̂ in f̂K1 and
each m̂ in m̂K

1 according to Eq. 5, producing a new latent
map sequence z̃K1 = {z̃1, . . . , z̃K}. Finally, each z̃ in z̃K1
is further fed to the image decoder Ω for synthesizing each
new frame x̂ in output video x̂K

1 . Note that flow predictor
F is not required during inference.

4. Experiments

4.1. Datasets and Metrics

We conduct comprehensive experiments on the follow-
ing video datasets.

MUG facial expression dataset [1] contains 1,009 videos
of 52 subjects performing 7 different expressions, including
anger, disgust, fear, happiness, neutral, sadness, and sur-
prise. We randomly select 26 subjects for training and use
the remaining 26 subjects for testing, which results in 465
and 544 videos in training and testing set, respectively.

MHAD human action dataset [11] contains 861 videos
of 27 actions performed by 8 subjects. This dataset consists
of multiple kinds of human actions covering sport actions
(e.g., bowling), hand gestures (e.g., draw x), daily activity
(e.g., stand to sit) and training exercises (e.g., lunge). We
randomly choose 4 subjects for training (431 videos) and 4
subjects for testing (430 videos).

NATOPS aircraft handling signal dataset [69] includes
9,600 videos of 20 subjects performing 24 body-and-hand
gestures used for communicating with the U.S. Navy pilots.
It contains some common handling signals such as spread
wings and stop. We randomly select 10 subjects for training
(4,800 videos) and 10 subjects for testing (4,800 videos).

Data Preprocessing. We resize all the videos to 128 ×
128 resolution for our models. For MHAD and NATOPS
datasets, we also crop video frames by removing some part
of background using their provided depth maps. Consider-
ing most videos in these datasets are short (no more than 80
frames on average), instead of uniformly sampling frames,
for each training video, we randomly sample 40 frames and
sort them by time to generate diverse video clips with fixed
length for training the stage-two DM.

Metrics. Following prior works [24,27,30,66], we com-
pute Fréchet Video Distance (FVD) [71] to evaluate the vi-
sual quality, temporal coherence and sample diversity of
generated videos. Similar to Fréchet Inception Distance
(FID) [23] used for image quality evaluation, FVD first em-
ploys a video classification network I3D [9] pretrained on
Kinetics-400 dataset [34] to obtain feature representation of
real and synthesized videos. Then it calculates the Fréchet
distance between the distributions of real and synthesized
video features. To measure how well a generated video cor-
responds to the class condition y (condition accuracy) and
the given image x0 (subject relevance), similar to the condi-
tional FID in [6], we design two variants of FVD: class con-
ditional FVD (cFVD) and subject conditional FVD (sFVD).
cFVD and sFVD compare the distance between real and
synthesized video feature distributions under the same class
condition y or the same subject image x0, respectively. We
first compute cFVD and sFVD for each condition y and im-
age x0, then report their mean and variance as final results.
In our experiments, we generate 10,000 videos for all the
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Figure 4. Qualitative comparison among different methods on multiple datasets for cI2V generation. First image frame x0 is highlighted
with red box and condition y is shown under each block. To simplify coding, all the models are designed to also generate starting frame x̂0.
The video frames of GT (ground truth), LDM and LFDM have 128× 128 resolution while results of ImaGINator and VDM are 64× 64.

Model MUG MHAD NATOPS
FVD↓ cFVD↓ sFVD↓ FVD↓ cFVD↓ sFVD↓ FVD↓ cFVD↓ sFVD↓

ImaGINator [77] 170.73 257.46±62.88 319.37±95.23 889.48 1406.56±260.70 1175.74±327.99 721.17 1122.13±150.74 1042.69±416.16
VDM [27] 108.02 182.90±69.56 213.59±97.70 295.55 531.20±104.25 398.09±121.16 169.61 410.71±105.97 350.59±125.03
LDM64 [57] 123.88 196.49±66.99 236.26±76.08 280.26 515.29±125.70 427.03±112.31 251.72 506.40±125.08 491.37±231.85
LFDM64 (Ours) 27.57 77.86±20.27 108.36±39.60 152.48 339.63±52.88 242.61±28.50 160.84 376.14±106.13 324.45±116.21
LDM128 [57] 126.28 208.03±64.86 241.49±75.18 337.43 594.34±150.31 497.50±110.16 344.81 627.84±169.52 623.13±320.85
LFDM128 (Ours) 32.09 84.52±24.81 114.33±42.62 214.39 426.10±63.48 328.76±34.42 195.17 423.42±117.06 369.93±159.26

Table 1. Quantitative comparison among different methods on multiple datasets for cI2V generation. The 64 and 128 in the subscript of
LDM and LFDM indicate that the resolution of synthesized video frames are 64× 64 and 128× 128, respectively.

models to accurately estimate the feature distributions.

4.2. Model and Baseline Implementation

Model Implementation. Our proposed LFDM includes
four trainable modules: an image encoder Φ, an image de-
coder Ω, a flow predictor F , and a denoising model ϵθ from
DDPM. These modules are general and can have various
backbone networks. Here we choose the architecture in [33]
to implement the encoder Φ and the decoder Ω due to its
simplicity. For encoder Φ, we use a network with 2 down-
sampling blocks, thus the spatial size of latent map Hz×Wz

will be 1
4Hx× 1

4Wx, only 1/16 of the size of the input frame
x. For decoder Ω, we use a network with 6 residual blocks
and two up-sampling blocks. The flow predictor F is imple-
mented with MRAA [63], which can estimate latent flow f
and occlusion map m based on detected object parts. Per
MRAA [63], we also add the equivariance loss to LLFAE in
Eq. 6. When training LFAE, we set the batch size to be 100
and train it for 100 epochs using the Adam optimizer [38].
The initial learning rate is set to be 2 × 10−4 and drops by
a decay factor 0.1 at epoch 60 and 90.

For the denoising model ϵθ in stage-two DM, we adopt

the conditional 3D U-Net architecture in [27], which in-
cludes 4 down-sampling and 4 up-sampling 3D covolutional
blocks. The embedding e of the condition y is concatenated
with a time step embedding and then added into each resid-
ual blocks of ϵθ. The latent map z0 of image x0 is also
provided to ϵθ by the concatenation with the noise n. When
training DM, we set the batch size to be 20 and train 1,200
epochs using the Adam optimizer [38]. The initial learning
rate is set to be 2× 10−4 and drops by a decay factor 0.1 at
epoch 800 and 1000. We employ the cosine noise schedule
[52] and use dynamic thresholding [61] with 90 percentile
during the sampling process. To enable stochastic genera-
tion, we adopt the training process similar to classifier-free
guidance [26], i.e., the condition embedding e is replaced
with a null embedding ∅ for ϵθ with 10% probability. So
stochastic generation can be achieved by simply feeding ∅
instead of e to ϵθ during inference (i.e., g = 0 in Eq. 4).
But we still set g = 1 for conditional generation instead of
using the common g > 1, because the latter will run two
DM forward passes, leading to slower sampling speed [26].
To simplify coding, the flow sequence f̂ and occlusion map
sequence m̂ also include f0 and m0 (i.e., the flow and oc-
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Model FVD↓ Gap↓Train Test
ImaGINator [77] 15.92 170.73 154.81
VDM [27] 17.39 108.02 90.63
LDM64 [57] 55.44 123.88 68.44
LFDM64 (Ours) 10.58 27.57 16.99
LDM128 [57] 67.51 126.28 58.77
LFDM128 (Ours) 14.17 32.09 17.92

Table 2. Comparison of different models conditioned on image x0

from either the training set or testing set of MUG dataset.

clusion map between x0 and itself). So f̂ and m̂ can have
the same size as the output video x̂K

0 . Unless otherwise
specified, we apply T = 1000 step DDPM to sample 40-
frame 32× 32× 2 f̂ and 32× 32× 1 m̂ and finally produce
40-frame videos x̂ with 128× 128 frame resolution.

Baseline Implementation. We compare LFDM with
three baseline models, including GAN-based I2V model
ImaGINator [77], video diffusion models VDM [27], and
a variant of image latent diffusion models LDM [78]. We
extend LDM to the video domain by replacing the 2D U-
Net in their DM with 3D U-Net. For a fair comparison,
VDM, LDM and our LFDM use the same 3D U-Net archi-
tecture and the same way to utilize conditioning information
by concatenation. LDM is designed to have the same-size
latent space as LFDM (40 × 32 × 32 × 3) and also gen-
erate 40-frame videos with 128 × 128 resolution. Due to
high computational cost, we only use VDM to generate 40-
frame videos with 64×64 resolution. ImaGINator is imple-
mented with their provided code, which generates 32-frame
videos with 64×64 resolution. For a fair comparison, when
computing metrics, all the real videos are resized to be the
same volume size as the generated videos for each model.
We also report the results of LDM and LFDM under the
64× 64 resolution. For sampling, we use 1000-step DDPM
for LDM and LFDM. Since DDPM sampling is very slow in
the large latent space of VDM (40×64×64×3), we employ
200-step DDIM [68] to accelerate the sampling process. We
find that this method can achieve comparable performance
as DDPM for VDM in our preliminary experiments.

4.3. Result Analysis

Conditional Generation. Table 1 shows the quantita-
tive comparison between our method and baseline models
for conditional image-to-video (cI2V) task, where our pro-
posed LFDM consistently outperforms all the other baseline
models under the resolution of either 64× 64 or 128× 128.
As Fig. 4 shows, ImaGINator and LDM both fail to pro-
duce fine-grained details while VDM sometimes just gen-
erates some almost-still frame sequences (e.g., results on
MHAD in Fig 4). ImaGINator may suffer from the lim-
ited synthesis ability of their used GAN model, while LDM
and VDM may sometimes have difficulty in modeling their
latent spaces, which couple spatial and temporal features.

Model L1 error↓
MUG MHAD NATOPS

LDM [57] 0.419 0.294 0.222
LFDM (Ours) 0.418 0.302 0.260

Table 3. Comparison of self-reconstruction L1 error between the
auto-encoder of LDM and that of LFDM on testing sets of multiple
datasets under the resolution of 128× 128.

Model FVD↓ sFVD↓
ImaGINator [77] 196.18 352.52±104.54
VDM [27] 106.66 214.21±95.96
LDM64 [57] 125.36 242.19±79.40
LFDM64 (Ours) 42.50 154.50±50.54
LDM128 [57] 127.12 247.28±74.26
LFDM128 (Ours) 49.31 167.58±56.85

Table 4. Comparison among different methods on MUG dataset
for stochastic image-to-video generation.

Though VDM achieves similar FVD scores to ours on
NATOPS dataset, note that VDM has higher computational
cost than LFDM since the latent flow space in our DM has
lower dimensions. When sampling with the batch size of
10 using 1000-step DDPM on one NVIDIA A100 GPU,
LFDM costs about 0.9GB and 36s to generate one video
of 128 × 128 resolution while VDM requires about 2.5GB
and 112.5s to sample one video of only 64× 64 resolution.

To further analyze the performance difference among
different models, we also compute their FVD scores of gen-
erated videos conditioned on the image x0 from the train-
ing set of MUG dataset. As Table 2 shows, all three base-
line models have much better performance when condi-
tioned on training (seen) images than testing (unseen) im-
ages, while our proposed LFDM noticeably shows the least
training-testing gap. This can be attributed to our warp-
based design, two-stage disentangled training framework,
among others. We also notice that LDM fails to achieve low
FVD scores like other methods when conditioned on train-
ing images. Considering that the auto-encoder in LDM has
already achieved similar or even better reconstruction per-
formance than LFDM (see Table 3), we speculate that the
3D U-Net in LDM may not be effective enough to model
the latent space that encodes both spatial and temporal fea-
tures. However, built on the same 3D U-Net architecture,
LFDM can successfully synthesize visually-appealing and
temporally-coherent videos, illustrating simpler latent space
in our DM, which only contains motion and shape informa-
tion. From Table 1, one can also observe that all the models
achieve better FVD results on MUG dataset than on MHAD
and NATOPS datasets. The reason may be that facial videos
contain less high-frequency spatio-temporal details than hu-
man movement videos.

Stochastic Generation. As mentioned in Sec. 4.2, by
replacing the condition embedding e with the null embed-
ding ∅ during inference, we enable VDM, LDM, and our
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“Disgust”

“Fear”

Figure 5. Qualitative comparison of LFDM with original (the
1st&3rd rows) vs. finetuned (the 2nd&4th rows) decoder on Face-
Forensics dataset [59]. The first column shows the given image x0

and condition y. The green boxes highlight differences.

LFDM for stochastic generation that only depends on image
x0. We also retrain ImaGINator for stochastic generation by
removing the condition input y. As Table 4 shows, our pro-
posed LFDM still outperforms all the other baseline models
on MUG dataset, validating the effectiveness of LFDM on
both conditional and stochastic I2V generation.

Application to New-domain Facial Videos. We also
apply our proposed LFDM trained on MUG dataset to new-
domain facial videos. Here we choose FaceForensics [59]
dataset, which contains 1,004 subject videos of news brief-
ing from different reporters. We randomly choose 150 sub-
jects for training and 150 subjects for testing, and we uti-
lize a face alignment algorithm [37] to extract the facial re-
gions of video frames. We compare two models: (1) di-
rectly applying the original trained LFDM, and (2) fine-
tuning the decoder Ω with the unsupervised training loss
LLFAE in Eq. 6 using the training videos from FaceForen-
sics dataset, but freezing all the remaining modules. Due
to the lack of ground truth videos, to measure performance,
we instead calculate image-based FID [23] and subject FID
(sFID) scores. Similar to sFVD, sFID first computes the
FID scores between distributions of real and synthesized
frames for each subject image x0 and then reports their
mean and variance. We also report the L1 error on test-
ing set to compare the self-reconstruction performance of
LFAE using original and finetuned Ω. As Table 5 and Fig. 5
show, by simply finetuning the decoder Ω with unlabeled
new videos, LFDM can still achieve promising performance
on new-domain facial videos. This illustrates the flexibility
of our two-stage training framework. To improve spatial
content quality, one can just finetune the decoder in stage-
one LFAE, without the need to retrain the whole framework.

Ablation Study. We conduct ablation study of differ-

Model L1 error↓ FID↓ sFID↓
Original decoder Ω 2.129 38.48 75.08±37.33
Finetuned decoder Ω 1.310 23.36 51.56±26.36

Table 5. Quantitative comparison of LFDM with original vs. fine-
tuned decoder on FaceForensics dataset.

Steps g-scale FVD↓ Time(s)↓
DDIM-10 1.0 50.18 0.3
DDIM-100 1.0 106.11 3.5
DDPM-1000 1.1 31.84 71.4
DDPM-1000 5.0 49.82 71.4
DDPM-1000 1.0 32.09 36.0

Table 6. Ablation study comparing different sampling strategies
for LFDM on MUG dataset (resolution is 128× 128).

ent sampling strategies in Table 6. For each setting, we re-
port FVD scores and the average sampling time to generate
one video when using the batch size of 10 on one NVIDIA
A100 GPU. We first compare the results sampled by 10-step
DDIM and 100-step DDIM against 1000-step DDPM (de-
fault setting). It is interesting to observe that 10-step DDIM
shows noticeably better performance than 100-step DDIM
with faster sampling speed. We also try two typical values
of guidance scale g in Eq. 4, small guidance 1.1 and large
guidance 5.0. Though using g = 1.1 guidance slightly im-
proves the FVD score, it also doubles the inference time. So
we use g = 1 as our default setting. We also try to change
the network depth of the decoder Ω in stage-one LFAE and
the denoising model ϵθ in stage-two DM; results of this ab-
lation study, generated video examples and further discus-
sion are included in our Supp. materials.

5. Conclusion and Discussion

In this paper, we propose a novel conditional image-
to-video framework, latent flow diffusion models (LFDM),
to generate videos by warping given images with flow se-
quences generated in the latent space based on class con-
ditions. Comprehensive experiments show that LFDM can
achieve state-of-the-art performance on multiple datasets.

Though achieving promising performance, our proposed
LFDM still suffers from several limitations. First, current
experiments with LFDM are limited to videos containing a
single moving subject. We plan to extend the application of
LFDM to multi-subject flow generation in the future. Sec-
ond, the current LFDM is conditioned on class labels in-
stead of natural text descriptions. Text-to-flow is an interest-
ing topic and we leave this direction as future work. Finally,
compared with GAN models, LFDM is much slower when
sampling with 1000-step DDPM. In the future, we plan to
further investigate some fast sampling methods [40, 45] in
order to reduce generation time.
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[62] Aliaksandr Siarohin, Stéphane Lathuilière, Sergey Tulyakov,
Elisa Ricci, and Nicu Sebe. First order motion model for im-
age animation. Advances in Neural Information Processing
Systems, 32, 2019. 2, 4

[63] Aliaksandr Siarohin, Oliver J Woodford, Jian Ren, Menglei
Chai, and Sergey Tulyakov. Motion representations for ar-
ticulated animation. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
13653–13662, 2021. 6

[64] Karen Simonyan and Andrew Zisserman. Very deep convo-
lutional networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014. 4

[65] Uriel Singer, Adam Polyak, Thomas Hayes, Xi Yin, Jie An,
Songyang Zhang, Qiyuan Hu, Harry Yang, Oron Ashual,
Oran Gafni, et al. Make-a-video: Text-to-video generation
without text-video data. arXiv preprint arXiv:2209.14792,
2022. 2, 3

[66] Ivan Skorokhodov, Sergey Tulyakov, and Mohamed Elho-
seiny. Stylegan-v: A continuous video generator with the
price, image quality and perks of stylegan2. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 3626–3636, 2022. 5

[67] Jascha Sohl-Dickstein, Eric Weiss, Niru Maheswaranathan,
and Surya Ganguli. Deep unsupervised learning using
nonequilibrium thermodynamics. In International Confer-
ence on Machine Learning, pages 2256–2265. PMLR, 2015.
3

[68] Jiaming Song, Chenlin Meng, and Stefano Ermon.
Denoising diffusion implicit models. arXiv preprint
arXiv:2010.02502, 2020. 7

[69] Yale Song, David Demirdjian, and Randall Davis. Tracking
body and hands for gesture recognition: Natops aircraft han-
dling signals database. In 2011 IEEE International Confer-
ence on Automatic Face & Gesture Recognition (FG), pages
500–506. IEEE, 2011. 5

[70] Yang Song and Stefano Ermon. Generative modeling by esti-
mating gradients of the data distribution. Advances in Neural
Information Processing Systems, 32, 2019. 3

[71] Thomas Unterthiner, Sjoerd van Steenkiste, Karol Kurach,
Raphael Marinier, Marcin Michalski, and Sylvain Gelly. To-
wards accurate generative models of video: A new metric &
challenges. arXiv preprint arXiv:1812.01717, 2018. 5

[72] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-
reit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia
Polosukhin. Attention is all you need. Advances in neural
information processing systems, 30, 2017. 3

[73] Vikram Voleti, Alexia Jolicoeur-Martineau, and Christopher
Pal. Masked conditional video diffusion for prediction, gen-
eration, and interpolation. arXiv preprint arXiv:2205.09853,
2022. 2

[74] Vikram Voleti, Alexia Jolicoeur-Martineau, and Christopher
Pal. Mcvd: Masked conditional video diffusion for predic-
tion, generation, and interpolation. CoRR, 2022. 3

[75] Ting-Chun Wang, Ming-Yu Liu, Andrew Tao, Guilin Liu,
Jan Kautz, and Bryan Catanzaro. Few-shot video-to-video
synthesis. arXiv preprint arXiv:1910.12713, 2019. 2

[76] Ting-Chun Wang, Ming-Yu Liu, Jun-Yan Zhu, Guilin Liu,
Andrew Tao, Jan Kautz, and Bryan Catanzaro. Video-to-
video synthesis. arXiv preprint arXiv:1808.06601, 2018. 2,
4

[77] Yaohui Wang, Piotr Bilinski, Francois Bremond, and Antitza
Dantcheva. Imaginator: Conditional spatio-temporal gan for
video generation. In Proceedings of the IEEE/CVF Win-
ter Conference on Applications of Computer Vision, pages
1160–1169, 2020. 1, 2, 3, 6, 7

[78] Yaohui Wang, Di Yang, Francois Bremond, and Antitza
Dantcheva. Latent image animator: Learning to ani-
mate images via latent space navigation. arXiv preprint
arXiv:2203.09043, 2022. 2, 7

[79] Olivia Wiles, A Koepke, and Andrew Zisserman. X2face: A
network for controlling face generation using images, audio,
and pose codes. In Proceedings of the European conference
on computer vision (ECCV), pages 670–686, 2018. 2

[80] Chenfei Wu, Lun Huang, Qianxi Zhang, Binyang Li, Lei Ji,
Fan Yang, Guillermo Sapiro, and Nan Duan. Godiva: Gen-
erating open-domain videos from natural descriptions. arXiv
preprint arXiv:2104.14806, 2021. 2

[81] Wei Xiong, Wenhan Luo, Lin Ma, Wei Liu, and Jiebo Luo.
Learning to generate time-lapse videos using multi-stage dy-
namic generative adversarial networks. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 2364–2373, 2018. 2

[82] Yuan Xue, Yuan-Chen Guo, Han Zhang, Tao Xu, Song-Hai
Zhang, and Xiaolei Huang. Deep image synthesis from intu-
itive user input: A review and perspectives. Computational
Visual Media, 8:3–31, 2022. 1

[83] Ceyuan Yang, Zhe Wang, Xinge Zhu, Chen Huang, Jianping
Shi, and Dahua Lin. Pose guided human video generation.

18454



In Proceedings of the European Conference on Computer Vi-
sion (ECCV), pages 201–216, 2018. 2, 3

[84] Ruihan Yang, Prakhar Srivastava, and Stephan Mandt. Dif-
fusion probabilistic modeling for video generation. arXiv
preprint arXiv:2203.09481, 2022. 2, 3

[85] Jiangning Zhang, Chao Xu, Liang Liu, Mengmeng Wang,
Xia Wu, Yong Liu, and Yunliang Jiang. Dtvnet: Dynamic
time-lapse video generation via single still image. In Eu-
ropean Conference on Computer Vision, pages 300–315.
Springer, 2020. 2, 3

18455


	. Introduction
	. Related Work
	. Image-to-Video Generation
	. Diffusion Models for Video Generation

	. Our Method
	. Diffusion Models
	. Training
	Stage One: Latent Flow Auto-Encoder
	Stage Two: Diffusion Model

	. Inference

	. Experiments
	. Datasets and Metrics
	. Model and Baseline Implementation
	. Result Analysis

	. Conclusion and Discussion

