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Abstract

With generative models proliferating at a rapid rate,
there is a growing need for general purpose fake image
detectors. In this work, we first show that the existing
paradigm, which consists of training a deep network for
real-vs-fake classification, fails to detect fake images from
newer breeds of generative models when trained to detect
GAN fake images. Upon analysis, we find that the result-
ing classifier is asymmetrically tuned to detect patterns that
make an image fake. The real class becomes a ‘sink’ class
holding anything that is not fake, including generated im-
ages from models not accessible during training. Build-
ing upon this discovery, we propose to perform real-vs-fake
classification without learning, i.e., using a feature space
not explicitly trained to distinguish real from fake images.
We use nearest neighbor and linear probing as instantia-
tions of this idea. When given access to the feature space of
a large pretrained vision-language model, the very simple
baseline of nearest neighbor classification has surprisingly
good generalization ability in detecting fake images from a
wide variety of generative models; e.g., it improves upon the
SoTA [50] by +15.07 mAP and +25.90% acc when tested
on unseen diffusion and autoregressive models. Our code,
models, and data can be found at https://github.
com/Yuheng-Li/UniversalFakeDetect

1. Introduction

The digital world finds itself being flooded with many
kinds of fake images these days. Some could be natural
images that are doctored using tools like Adobe Photoshop
[1,49], while others could have been generated through a
machine learning algorithm. With the rise and maturity of
deep generative models [22,29,47], fake images of the latter
kind have caught our attention. They have raised excitement
because of the quality of images one can generate with ease.
They have, however, also raised concerns about their use
for malicious purposes [4]. To make matters worse, there
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Figure 1. Using images from just one generative model, can we
detect images from a different type of generative model as fake?

is no longer a single source of fake images that needs to
be dealt with: for example, synthesized images could take
the form of realistic human faces generated using generative
adversarial networks [29], or they could take the form of
complex scenes generated using diffusion models [42, 45].
One can be almost certain that there will be more modes
of fake images coming in the future. With such a diversity,
our goal in this work is to develop a general purpose fake
detection method which can detect whether any arbitrary
image is fake, given access to only one kind of generative
model during training; see Fig. 1.

A common paradigm has been to frame fake image de-
tection as a learning based problem [10, 50], in which a
training set of fake and real images are assumed to be avail-
able. A deep network is then trained to perform real vs fake
binary classification. During test time, the model is used
to detect whether a test image is real or fake. Impressively,
this strategy results in an excellent generalization ability of
the model to detect fake images from different algorithms
within the same generative model family [50]; e.g., a clas-
sifier trained using real/fake images from ProGAN [28] can
accurately detect fake images from StyleGAN [29] (both
being GAN variants). However, to the best of our knowl-
edge, prior work has not thoroughly explored generalizabil-
ity across different families of generative models, especially
to ones not seen during training; e.g., will the GAN fake
classifier be able to detect fake images from diffusion mod-
els as well? Our analysis in this work shows that existing
methods do not attain that level of generalization ability.

Specifically, we find that these models work (or fail to
work) in a rather interesting manner. Whenever an image
contains the (low-level) fingerprints [25, 50,52, 53] particu-
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lar to the generative model used for training (e.g., ProGAN),
the image gets classified as fake. Anything else gets classi-
fied as real. There are two implications: (i) even if diffu-
sion models have a fingerprint of their own, as long as it is
not very similar to GAN’s fingerprint, their fake images get
classified as real; (ii) the classifier doesn’t seem to look for
features of the real distribution when classifying an image
as real; instead, the real class becomes a ‘sink class’ which
hosts anything that is not GAN’s version of fake image. In
other words, the decision boundary for such a classifier will
be closely bound to the particular fake domain.

We argue that the reason that the classifier’s decision
boundary is unevenly bound to the fake image class is be-
cause it is easy for the classifier to latch onto the low-level
image artifacts that differentiate fake images from real im-
ages. Intuitively, it would be easier to learn to spot the fake
pattern, rather than to learn all the ways in which an image
could be real. To rectify this undesirable behavior, we pro-
pose to perform real-vs-fake image classification using fea-
tures that are not trained to separate fake from real images.
As an instantiation of this idea, we perform classification
using the fixed feature space of a CLIP-ViT [24,41] model
pre-trained on internet-scale image-text pairs. We explore
both nearest neighbor classification as well as linear prob-
ing on those features.

We empirically show that our approach can achieve
significantly better generalization ability in detecting
fake images. For example, when training on real/fake
images associated with ProGAN [28] and evaluat-
ing on unseen diffusion and autoregressive model
(LDM+Glide+Guided+DALL-E) images, we obtain im-
provements over the SoTA [50] by (i) +15.05mAP and
+25.90% acc with nearest neighbor and (ii) +19.49mAP
and +23.39 % acc with linear probing. We also study the in-
gredients that make a feature space effective for fake image
detection. For example, can we use any image encoder’s
feature space? Does it matter what domain of fake/real im-
ages we have access to? Our key takeaways are that while
our approach is robust to the breed of generative model
one uses to create the feature bank (e.g., GAN data can be
used to detect diffusion models’ images and vice versa), one
needs the image encoder to be trained on internet-scale data
(e.g., ImageNet [2 1] does not work).

In sum, our main contributions are: (1) We analyze the
limitations of existing deep learning based methods in de-
tecting fake images from unseen breeds of generative mod-
els. (2) After empirically demonstrating prior methods’
ineffectiveness, we present our theory of what could be
wrong with the existing paradigm. (3) We use that analy-
sis to present two very simple baselines for real/fake image
detection: nearest neighbor and linear classification. Our
approach results in state-of-the-art generalization perfor-
mance, which even the oracle version of the baseline (tun-

ing its confidence threshold on the fest ser) fails to reach.
(4) We thoroughly study the key ingredients of our method
which are needed for good generalizability.

2. Related work

Types of synthetic images. One category involves alter-
ing a portion of a real image, and contains methods which
can change a person’s attribute in a source image (e.g.,
smile) using Adobe’s photoshop tool [, 39], or methods
which can create DeepFakes replacing the original face in a
source image/video with a target face [2, 3]. Another recent
technique which can optionally alter a part of a real image is
DALL-E 2 [42], which can insert an object (e.g., a chair) in
an existing real scene (e.g., office). The other category deals
with any algorithm which generates all pixels of an image
from scratch. The input for generating such images could
be random noise [28,29], categorical class information [7],
text prompts [31,36,42,46], or could even by a collection of
images [32]. In this work, we consider primarily this latter
category of generated images and see if different detection
methods can classify them as fake.

Detecting synthetic images. The need for detecting fake
images has existed even before we had powerful image gen-
erators. When traditional methods are used to manipulate an
image, the alteration in the underlying image statistics can
be detected using hand-crafted cues such as compression
artifacts [5], resampling [40] or irregular reflections [37].
Several works have also studied GAN synthesized images
in their frequency space and have demonstrated the exis-
tence of much clearer artifacts [25, 53].

Learning based methods have been used to detect ma-
nipulated images as well [15,44,49]. Earlier methods stud-
ied whether one can even learn a classifier that can detect
other images from the same generative model [25, 34, 47],
and later work found that such classifiers do not generalize
to detecting fakes from other models [19,53]. Hence, the
idea of learning classifiers that generalize to other genera-
tive models started gaining attention [17,35]. In that line
of work, [50] proposes a surprisingly simple and effective
solution: the authors train a neural network on real/fake im-
ages from one kind of GAN, and show that it can detect
images from other GAN models as well, if an appropriate
training data source and data augmentations are used. [10]
extends this idea to detect patches (as opposed to whole im-
ages) as real/fake. [0] investigates a related, but different,
task of predicting which of two test images is real and which
one is modified (fake). Our work analyses the paradigm of
training neural networks for fake image detection, showing
that their generalizability does not extend to unseen families
of generative models. Drawing on this finding, we show the
effectiveness of a feature space not explicitly learned for the
task of fake image detection.
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3. Preliminaries

Given a test image, the task is to classify whether it was
captured naturally using a camera (real image) or whether
it was synthesized by a generative model (fake image). We
first discuss the existing paradigm for this task [10,50], the
analysis of which leads to our proposed solution.

3.1. Problem setup

The authors in [50] train a convolutional network (f) for
the task of binary real (0) vs fake (1) classification using im-
ages associated with one generative model. They train Pro-
GAN [28] on 20 different object categories of LSUN [51],
and generate 18k fake images per category. In total, the real-
vs-fake training dataset consists of 720k images (360k in
real class, 360k in fake class). They choose ResNet-50 [27]
pretrained on ImageNet [21] as the fake classification net-
work, and replace the fully connected layer to train the net-
work for real vs fake classification with the binary cross en-
tropy loss. During training, an intricate data augmentation
scheme involving Gaussian blur and JPEG compression is
used, which is empirically shown to be critical for general-
ization. Once trained, the network is used to evaluate the
real and fake images from other generative models. For
example, BigGAN [7] is evaluated by testing whether its
class-conditioned generated images (F'iqcan) and corre-
sponding real images (Rp;qcan: coming from ImageNet
[21]) get classified correctly; i.e., whether f(RBZ-gGAN) ~
0 and f (FBigG ANn) ~ 1. Similarly, each generative model
(discussed in more detail in Sec. 5.1) has a test set with an
equal number of real and fake images associated with it.

3.2. Analysis of why prior work fails to generalize

We start by studying the ability of this network—which
is trained to distinguish ProGAN fakes from real images—
to detect generated images from unseen methods. In Ta-
ble 1, we report the accuracy of classifying the real and
fake images associated with different families of genera-
tive models. As was pointed out in [50], when the target
model belongs to the same breed of generative model used
for training the real-vs-fake classifier (i.e., GANs), the net-
work shows good overall generalizability in classifying the
images; e.g., GauGAN’s real/fake images can be detected
with 79.25% accuracy. However, when tested on a different
family of generative models, e.g., LDM and Guided (vari-
ants of diffusion models; see Sec. 5.1), the classification
accuracy drastically drops to near chance performance!'

Now, there are two ways in which a classifier can achieve
chance performance when the test set has an equal number
of real and fake images: it can output (i) a random pre-
diction for each test image, (ii) the same class prediction
for all test images. From Table 1, we find that for diffu-

I Corresponding precision-recall curves can be found in the appendix.

CycleGAN  GauGAN LDM Guided DALL-E

Real acc. 98.64 99.4 99.61  99.14 99.61

Fake acc. 62.91 59.1 3.05 4.67 4.9

Average 80.77 79.25 51.33 51.9 52.26
Chance performance 50.00 50.00 50.00  50.00 50.00

Table 1. Accuracy of a real-vs-fake classifier [50] trained on Pro-
GAN images in detecting real and fake images from different types
of generative models. LDM, Guided, and DALL-E represent the
breeds of image generation algorithms not seen during training.!
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Figure 2. t-SNE visualization of real and fake images associated
with two types of generative models. The feature space used is of
a classifier trained to distinguish Fake (GAN) from Real (GAN).

sion models, the classifier works in the latter way, classify-
ing almost all images as real regardless of whether they are
real (from LAION dataset [48]) or generated. Given this,
it seems f has learned an asymmetric separation of real and
fake classes, where for any image from either LDM (unseen
fake) or LAION (unseen real), it has a tendency to dispro-
portionately output one class (real) over the other (fake).
To further study this unusual phenomenon, we visualize
the feature space used by f for classification. We consider
four image distributions: (i) Fzany consisting of fake im-
ages generated by ProGAN, (ii) Rgan consisting of the
real images used to train ProGAN, (iii) Fp;gusion cOnsist-
ing of fake images generated by a latent diffusion model
[46], and (iv) Rpigrusion consisting of real images (LAION
dataset [48]) used to train the latent diffusion model. The
real-vs-fake classifier is trained on (i) and (ii). For each,
we obtain their corresponding feature representations using
the penultimate layer of f, and plot them using t-SNE [33]
in Fig. 2. The first thing we notice is that f indeed does
not treat real and fake classes equally. In the learned fea-
ture space of f, the four image distributions organize them-
selves into two noticeable clusters. The first cluster is of
Fgan (pink) and the other is an amalgamation of the re-
maining three (Rgan + Fpifusion + RDiffusion). In other
words, f can easily distinguish Fig 4y from the other three,
but the learned real class does not seem to have any property
(a space) of its own, but is rather used by f to form a sink
class, which hosts anything that is not Figz 4n. The second
thing we notice is that the cluster surrounding the learned
fake class is very condensed compared to the one surround-
ing the learned real class, which is much more open. This
indicates that f can detect a common property among im-
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Figure 3. Average frequency spectra of each domain. The first
four correspond to fake images from GANs and diffusion models.
The last one represents real images from LAION [48] dataset.

ages from Fgan with more ease than detecting a common
property among images from Rgan.

But why is it that the property that f finds to be com-
mon among Fg 4 is useful for detecting fake images from
other GAN models (e.g., CycleGAN), but not for detect-
ing F'pifusion? In what way are fake images from diffusion
models different than images from GANs? We investigate
this by visualizing the frequency spectra of different image
distributions, inspired by [&, 9, 50, 53]. For each distribu-
tion (e.g., F'gigaan), we start by performing a high pass
filtering for each image by subtracting from it its median
blurred image. We then take the average of the resulting
high frequency component across 2000 images, and com-
pute the Fourier transform. Fig. 3 shows this average fre-
quency spectra for four fake domains and one real domain.
Similar to [50], we see a distinct and repeated pattern in
StarGAN and CycleGAN. However, this pattern is miss-
ing in the fake images from diffusion models (Guided [23]
and LDM [46]), similar to images from a real distribution
(LAION [48]). So, while fake images from diffusion mod-
els seem to have some common property of their own, Fig. 3
indicates that that property is not of a similar nature as the
ones shared by GANs.

Our hypothesis is that when f is learning to distin-
guish between Fgan and Rgan, it latches onto the arti-
facts depicted in Fig. 3, learning only to look for the pres-
ence/absence of those patterns in an image. Since this is
sufficient for it to reduce the training error, it largely ignores
learning any features (e.g., smooth edges) pertaining to the
real class. This, in turn, results in a skewed decision bound-
ary where a fake image from a diffusion model, lacking the
GAN’s fingerprints, ends up being classified as real.

4. Approach

If learning a neural network f is not an ideal way to sep-
arate real (R) and fake (F) classes, what should we do?
The key, we believe, is that the classification process should
happen in a feature space which has not been learned to
separate images from the two classes. This might ensure
that the features are not biased to recognize patterns from
one class disproportionately better than the other.

Choice of feature space. As an initial idea, since we
might not want to learn any features, can we simply perform

the classification in pixel space? This would not work, as
pixel space would not capture any meaningful information
(e.g., edges) beyond point-to-point pixel correspondences.
So, any classification decision of an image should be made
after it has been mapped into some feature space. This fea-
ture space, produced by a network and denoted as ¢, should
have some desirable qualities.

First, ¢ should have been exposed to a large number of
images. Since we hope to design a general purpose fake im-
age detector, its functioning should be consistent for a wide
variety of real/fake images (e.g., a human face, an outdoor
scene). This calls for the feature space of ¢ to be heavily
populated with different kinds of images, so that for any
new test image, it knows how to embed it properly. Second,
it would be beneficial if ¢, while being general overall, can
also capture low-level details of an image. This is because
differences between real and fake images arise particularly
at low-level details [10, 53].

To satisfy these requirements, we consider leveraging a
large network trained on huge amounts of data, as a possi-
ble candidate to produce ¢. In particular, we choose a vari-
ant of the vision transformer, ViT-L/14 [24], trained for the
task of image-language alignment, CLIP [41]. CLIP:ViT is
trained on an extraordinarily large dataset of 400M image-
text pairs, so it satisfies the first requirement of sufficient
exposure to the visual world. Additionally, since ViT-L/14
has a smaller starting patch size of 14 x 14 (compared to
other ViT variants), we believe it can also aid in modeling
the low-level image details needed for real-vs-fake classifi-
cation. Hence, for all of our main experiments, we use the
last layer of CLIP:ViT-L/14’s visual encoder as ¢.

The overall approach can be formalized in the follow-
ing way. We assume access to images associated with a
single generative model (e.g., ProGAN, which is the same
constraint as in [50]). R = {ri,r2,...,rn}, and F =
{f1, f2y ..., fn} denote the real and fake classes respec-
tively, each containing N images. D = {RUF } denotes the
overall training set. We investigate two simple classifica-
tion methods: nearest neighbor and linear probing. Impor-
tantly, both methods utilize a feature space that is entirely
untrained for real/fake classification.

Nearest neighbor. Given the pre-trained CLIP:ViT visual
encoder, we use its final layer ¢ to map the entire training
data to their feature representations (of 768 dimensions).
The resulting feature bank is ¢pani = {¢pr U dx} where ¢pr
={brys Grys oo Ory yand ¢ r ={¢by,, &y, ..., ¢ s }. During
test time, an image x is first mapped to its feature represen-
tation ¢,.. Using cosine distance as the metric d, we find its
nearest neighbor to both the real (¢) and fake (¢ r) fea-
ture banks. The prediction—real:0, fake:1—is given based
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Figure 4. Nearest neighbors for real-vs-fake classification. We first map the real and fake images to their corresponding feature repre-
sentations using a pre-trained CLIP:ViT network not trained for this task. A test image is mapped into the same feature space, and cosine
distance is used to find the closest member in the feature bank. The label of that member is the predicted class.

on the smaller distance of the two:

P 0, otherwise.

The CLIP:ViT encoder is always kept frozen; see Fig. 4.

Linear classification. We take the pre-trained CLIP:ViT
encoder, and add a single linear layer with sigmoid activa-
tion on top of it, and train only this new classification layer
1 for binary real-vs-fake classification using binary cross
entropy loss:

L= 3 log(@(6)) — Y log(1 - v(@n).

fi€F r,€R

Since such a classifier involves training only a few hun-
dred parameters in the linear layer (e.g., 768), conceptually,
it will be quite similar to nearest neighbor and retain many
of its useful properties. Additionally, it has the benefit of
being more computation and memory friendly.

5. Experiments

We now discuss the experimental setup for evaluating the
proposed method for the task of fake image detection.

5.1. Generative models studied

Since new methods of creating fake images are always
coming up, the standard practice is to limit access to only
one generative model during training, and test the result-
ing model on images from unseen generative models. We
follow the same protocol as described in [50] and use Pro-
GAN’’s real/fake images as the training dataset.

During evaluation, we consider a variety of generative
models. First, we evaluate on the models used in [50]: Pro-
GAN [28], StyleGAN [29], BigGAN [7], CycleGAN [54],
StarGAN [13], GauGAN [38], CRN [12], IMLE [30],
SAN [18], SITD [!1], and DeepFakes [47]. Each genera-
tive model has a collection of real and fake images. Addi-
tionally, we evaluate on guided diffusion model [23], which

is trained for the task for class conditional image synthesis
on the ImageNet dataset [21]. We also perform evaluation
on recent text-to-image generation models: (i) Latent diffu-
sion model (LDM) [46] and (ii) Glide [36] are variants of
diffusion models, and (iii) DALL-E [43] is an autoregres-
sive model (we consider its open sourced implementation
DALL-E-mini [20]). For these three methods, we set the
LAION dataset [48] as the real class, and use the corre-
sponding text descriptions to generate the fake images.

LDMs can be used to generate images in different ways.
The standard practice is to use a text-prompt as input, and
perform 200 steps of noise refinement (LDM 200). One
can also generate an image with the help of guidance (LDM
200 w/CFG), or use fewer steps for faster sampling (LDM
100). Similarly, we also experiment with different variants
of a pre-trained Glide model, which consists of two separate
stages of noise refinement. The standard practice is to use
100 steps to get a low resolution image at 64 x 64, then use
27 steps to upsample the image to 256 x 256 in the next
stage (Glide 100-27). We consider two other variants as
well : Glide 50-27 and Glide 100-10 based on the number
of refinement steps in the two stages. All generative models
synthesize 256 x 256 resolution images.

5.2. Real-vs-Fake classification baselines

We compare with the following state-of-the-art base-
lines: (i) Training a classification network to give a real/fake
decision for an image using binary cross-entropy loss [50].
The authors take a ResNet-50 [27] pre-trained on ImageNet,
and finetune it on ProGAN’s real/fake images (henceforth
referred as trained deep network). (ii) We include another
variant where we change the backbone to CLIP:ViT [24]
(to match our approach) and train the network for the same
task. (iii) Training a similar classification network on a
patch level instead [10], where the authors propose to trun-
cate either a ResNet [27] or Xception [14] (at Layerl and
Block?2 respectively) so that a smaller receptive field is con-
sidered when making the decision. This method was pri-
marily proposed for detecting generated facial images, but
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we study whether the idea can be extended to detect more
complex fake images. (iv) Training a classification net-
work where input images are first converted into their cor-
responding co-occurrence matrices [35] (a technique shown
to be effective in image steganalysis and forensics [16,26]),
conditioned on which the network predicts the real/fake
class. (v) Training a classification network on the frequency
spectrum of real/fake images [53], a space which the au-
thors show as better in capturing and displaying the artifacts
present in the GAN generated images. All training details
can be found in the supplementary.

5.3. Evaluation metrics

We follow existing works [10, 25,35, 50, 53] and report
both average precision (AP) and classification accuracy. To
compute accuracy for the baselines, we tune the classifica-
tion threshold on the held-out training validation set of the
available generative model. For example, when training a
classifier on data associated with ProGAN, the threshold is
chosen so that the accuracy on a held out set of ProGAN’s
real and fake images can be maximized. In addition, we also
compute an upper-bound oracle accuracy for [50], where
the classifier’s threshold is calibrated directly on each test
set separately. This is to gauge the best that the classifier
can perform on each test set (details in supplementary).

6. Results

We start by comparing our approach to existing baselines
in their ability to classify different types of real/fake images,
and then study the different components of our approach.

6.1. Detecting fake images from unseen methods

Table 2 and Table 3 show the average precision (AP) and
classification accuracy, respectively, of all methods (rows)
in detecting fake images from different generative models
(columns). For classification accuracy, the numbers shown
are averaged over the real and fake classes for each gener-
ative model.> All methods have access to only ProGAN’s
data (except [53], which uses CycleGAN’s data), either for
training the classifier or for creating the NN feature bank.

As discussed in Sec. 3.2, the trained classifier base-
line [50] distinguishes real from fakes with good accuracy
for other GAN variants. However, the accuracy drops dras-
tically (sometimes to nearly chance performance ~50-55%;
e.g., LDM variants) for images from most unseen generative
models, where all types of fake images are classified mostly
as real (please see Table C in the supplementary). Impor-
tantly, this behavior does not change even if we change the
backbone to CLIP:ViT (the one used by our methods). This
tells us that the issue highlighted in Fig. 2 affects deep neu-
ral networks in general, and not just ResNets. Performing

2See appendix which further breaks down the accuracies for real/fake.

classification on a patch-level [10], using co-occurence ma-
trices [35], or using the frequency space [53] does not solve
the issue either, where the classifier fails to have a consistent
detection ability, sometimes even for methods within the
same generative model family (e.g., GauGAN/BigGAN).
Furthermore, even detecting real/fake patches in images
from the same training domain (ProGAN) can be difficult in
certain settings (Xception). This indicates that while learn-
ing to find patterns within small image regions might be suf-
ficient when patches do not vary too much (e.g., facial im-
ages), it might not be sufficient when the domain of real and
fake images becomes more complex (e.g., natural scenes).

Our approach, on the other hand, show a drastically bet-
ter generalization performance in detecting real/fake im-
ages. We observe this first by considering models within
the training domain, i.e., GANSs, where our NN variants
and linear probing achieve an average accuracy of ~93%
and ~95% respectively, while the best performing baseline,
trained deep networks - Blur+JPEG(0.5) achieves ~85%
(improvements of +8-10%). This discrepancy in perfor-
mance becomes more pronounced when considering unseen
methods such as diffusion (LDM+Guided+Glide) and au-
toregressive models (DALL-E), where our NN variants and
linear probing achieve 82-84% average accuracy and ~82%
respectively compared to 53-58% by trained deep networks
variants [50] (improvements of +25-30%). In terms of av-
erage precision, the best version of the trained deep net-
work’s AP is very high when tested on models from the
same GAN family, 94.19 mAP, but drops when tested on un-
seen diffusion/autoregressive models, 75.51 mAP. Our NN
variants and linear probing maintain a high AP both within
the same (GAN) family domain, 96.36 and 99.31 mAP, and
on unseen diffusion/autoregressive models, 90.58 and 95.00
mAP, resulting in an improvement of about +15-20 mAP.
These improvements remain similar for our NN variants for
voting pool size from k=1 to k=9, which shows that our
method is not too sensitive to this hyperparameter.

In sum, these results clearly demonstrate the advantage
of using the feature space of a frozen, pre-trained network
that is blind to the downstream real/fake classification task.

6.2. Allowing the trained classifier to cheat

As described in Sec. 5.3, we experiment with an ora-
cle version of the trained classifier baseline [50], where
the threshold of the classifier is tuned directly on each rest
set. Even this flexibility, where the network essentially
cheats(!), does not make that classifier perform nearly as
well as our approach, especially for models from unseen do-
mains; for example, our nearest neighbor (k = 9) achieves
an average classification accuracy of 84.25%, which is
7.99% higher than that of the oracle baseline (76.26%).
This shows that the issue with training neural networks for
this task is not just the improper threshold at test time. In-
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Detection Variant Generative Adversarial Networks Deep Low level vision Perceptual loss Guided LDM Glide DALL-E Total
method : fakes

Pro- Cycle- Big- Style- Gau- Star- 200 200 100 100 50 100

GAN GAN GAN GAN GAN GAN SITD SAN CRN IMLE steps w/ CFG steps 27 27 10 mAP

Trained Blur+JPEG (0.1) 100.0 9347 84.5 99.54 89.49 98.15 89.02 73.75 59.47 9824 984 7372 70.62 71.0 70.54 80.65 84.91 82.07 70.59 83.58

deep network [50] Blur+JPEG (0.5) 100.0 96.83 8824 98.29 98.09 95.44 66.27 86.0 612 9894 9952 6857 66.0 66.68 6539 73.29 78.02 7623 6593 81.52

ViT:CLIP (B+J 0.5) 99.98 93.32 83.63 88.14 92.81 84.62 67.23 9348 5521 88.75 96.22 5574 5252 5451 522 56.64 61.13 56.64 6274 73.44

Patch ResNet50-Layerl  98.86 72.04 68.79 92.96 559 92.06 60.18 65.82 52.87 68.74 67.59 70.05 87.84 84.94 88.1 74.54 7628 7584 77.07 7528

classifier [10] Xception-Block2  80.88 72.84 71.66 85.75 65.99 69.25 76.55 76.19 76.34 7452 6852 75.03 87.1 86.72 86.4 8537 83.73 7838 7567 77.73

Co-occurence [35] - 99.74 80.95 50.61 98.63 53.11 67.99 59.14 68.98 6042 73.06 87.21 7020 91.21 89.02 92.39 89.32 88.35 82.79 80.96 78.11

Freg-spec [53] CycleGAN 5539 100.0 75.08 55.11 66.08 100.0 45.18 47.46 57.12 53.61 5098 5772 77772 7725 7647 68.58 64.58 61.92 67.77 66.21

NN, k=1 100.0 98.14 94.49 86.68 99.26 99.53 93.09 7846 67.54 83.13 91.07 7931 95.84 79.84 9597 93.98 95.17 96.05 88.51 90.32

NN, k=3 100.0 98.13 94.46 86.67 99.25 99.53 93.03 78.54 67.54 83.13 91.06 79.26 95.81 79.78 9594 93.94 95.13 94.60 88.47 90.22

Ours NN, k=5 100.0 98.13 94.46 86.66 99.25 99.53 93.02 78.54 67.54 83.12 91.06 79.25 95.81 79.78 9594 93.94 95.13 94.60 88.46 90.22

NN, k=9 100.0 98.13 94.46 86.66 99.25 99.53 91.67 78.54 67.54 83.12 91.06 79.24 9581 79.77 9593 93.93 95.12 9459 8845 90.14

LC 100.0 99.46 99.59 97.24 99.98 99.60 82.45 61.32 79.02 96.72 99.00 87.77 99.14 92.15 99.17 94.74 95.34 9457 97.15 93.38

Table 2. Generalization results. Average precision (AP) of different methods for detecting real/fake images. Models outside the GANs
column can be considered as the generalizing domain. The improvements using the fixed feature backbone (Ours NN/LC) over the best

performing baseline [

] is particularly noticeable when evaluating on unseen generative models, where our best performing method has

significant gains over the best performing baseline: +9.8 mAP overall and +19.49 mAP across unseen diffusion & autoregressive models.

Detection Variant Generative Adversarial Networks Deep Low level vision Perceptual loss Guided LDM Glide DALL-E Total
method - fakes

Pro- Cycle- Big- Style- Gau- Star- 200 200 100 100 50 100 Avg.

GAN GAN GAN GAN GAN GAN SITD SAN CRN IMLE steps w/ CFG steps 27 27 10 acc

Blur+JPEG (0.1) 99.99 85.20 70.20 85.7 78.95 91.7 53.47 66.67 48.69 86.31 86.26 60.07 54.03 5496 54.14 60.78 63.8 65.66 5558 69.58

Trained Blur+JPEG (0.5) 100.0 80.77 58.98 69.24 79.25 80.94 51.06 5694 47.73 87.58 94.07 5190 51.33 51.93 51.28 54.43 5597 5436 5226 64.73

deep network [50]  Oracle* (B+J 0.5) 100.0 90.88 82.40 93.11 93.52 87.27 62.48 76.67 57.04 9528 9693 6520 63.15 62.39 61.50 6536 69.52 66.18 60.10 76.26

VIT:CLIP (B+J 0.5) 98.94 78.80 60.62 60.56 66.82 62.31 52.28 65.28 4797 64.09 79.54 50.66 50.74 51.04 50.76 52.15 53.07 52.06 53.18 60.57

Patch ResNet50-Layerl 94.38 67.38 64.62 82.26 57.19 80.29 55.32 64.59 51.24 5429 5511 65.14 79.09 76.17 79.36 67.06 68.55 68.04 69.44 68.39

classifier [10] Xception-Block2  75.03 68.97 68.47 79.16 64.23 63.94 7554 75.14 7528 7233 553 6741 1765 76.1 75777 74.81 7328 68.52 6791 71.24

Co-occurence [35] - 97.70 63.15 53.75 9250 51.1 547 57.1 63.06 5585 6565 6580 60.50 70.7 70.55 71.00 70.25 69.60 69.90 67.55 66.86

Freq-spec [53] CycleGAN 49.90 99.90 50.50 49.90 50.30 99.70 50.10 50.00 48.00 50.60 50.10 50.90 50.40 50.40 50.30 51.70 51.40 50.40 50.00 55.45

NN, k=1 99.58 94.70 86.95 80.24 96.67 98.84 80.9 71.0 56.0 66.3 765 68.76 89.56 68.99 89.51 86.44 88.02 87.27 77.52 8230

NN, k= 99.58 95.04 87.63 80.55 96.94 98.77 83.05 71.5 59.5 66.69 76.87 70.02 90.37 70.17 90.57 87.84 89.34 88.78 79.29 83.28

Ours NN, k=5 99.60 94.32 88.23 80.60 97.00 98.90 83.85 71.5 60.0 67.04 78.02 70.55 90.89 70.97 91.01 88.42 90.07 89.60 80.19 83.72

NN, k=9 99.54 93.49 88.63 80.75 97.11 98.97 845 71.5 61.0 6927 7921 71.06 9129 72.02 91.29 89.05 90.67 90.08 81.47 84.25

LC 100.0 98.50 94.50 82.00 99.50 97.00 66.60 63.00 57.50 59.5 72.00 70.03 94.19 73.76 94.36 79.07 79.85 78.14 86.78 81.38

Table 3. Generalization results. Analogous result of Table 2, where we use classification accuracy (averaged over real and fake images)
to compare the methods. Oracle with * indicates that the method uses the test set to calibrate the confidence threshold. The fixed feature
backbone (Ours NN/LC) has a significant gain in accuracy (+25-30% over the baselines) when testing on unseen generative model families.

stead, the trained network fundamentally cannot do much
other than to look for a certain set of fake patterns; and in
their absence, has issues looking for features pertaining to
the real distribution. And that is where the feature space
of a model not trained on this task has its advantages; even
when those fake features are absent, there will still be other
features useful for classification, which were not learned to
be ruled out during the real-vs-fake training process.

6.3. Effect of network backbone

So far, we have seen the surprisingly good generalizabil-
ity of nearest neighbor / linear probing using CLIP:ViT-
L/14’s feature space. In this section, we study what hap-
pens if the backbone architecture or pre-training dataset
is changed. We experiment with our linear classification
variant, and consider the following settings: (i) CLIP:ViT-
L/14, (ii) CLIP:ResNet-50, (iii) ImageNet:ResNet-50, and
(iv) ImageNet:ViT-B/16. For each, we again use ProGAN’s
real/fake image data as the training data.

Fig. 5 shows the accuracy of these variants on the same

models. The key takeaway is that both the network archi-
tecture as well as the dataset on which it was trained on
play a crucial role in determining the effectiveness for fake
image detection. Visual encoders pre-trained as part of the
CLIP system fare better compared to those pre-trained on
ImageNet. This could be because CLIP’s visual encoder
gets to see much more diversity of images, thereby expos-
ing it to a much bigger real distribution than a model trained
on ImageNet. Within CLIP, ViT-L/14 performs better than
ResNet-50, which could partly be attributed to its bigger ar-
chitecture and global receptive field of the attention layers.

We also provide a visual analysis of the pre-trained dis-
tributions. Using each of the four model’s feature banks
consisting of the same real and fake images from ProGAN,
we plot four t-SNE figures and color code the resulting 2-D
points using binary (real/fake) labels in Fig. 7. CLIP:ViT-
L/14’s space best separates the real (red) and fake (blue)
features, followed by CLIP:ResNet-50. ImageNet:ResNet-
50 and ImageNet:ViT-B/16 do not seem to have any proper
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Figure 5. Ablation on the network architecture and pre-training dataset. A network trained on the task of CLIP is better equipped at
separating fake images from real, compared to networks trained on ImageNet classification. The red dotted line depicts chance performance.
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Figure 6. Average precision of methods with respect to training data. Both our linear classifier on CLIP:ViT’s features and the baseline

trained deep network [
LAION [48] and F = LDM [

] are given access to two different types of training data: (i) R = LSUN [

] and F = ProGAN [28], (i) R =

]. Irrespective of the training data source, our linear classifier preserves its ability to generalize well on

images from other unseen generative model families, which is not the case for the baseline trained deep network.

CLIP:ViT-L/14 CLIP:ResNet-50 ImageNet:ViT-B/16  ImageNet:ResNet-50

Figure 7. t-SNE visualization of real (red) and fake (blue) images
using the feature space of different image encoders.

structure in separating the two classes, suggesting that the
pre-training data matters more than the architecture.

6.4. Effect of training data source

So far, we have used ProGAN as the source of training
data. We next repeat the evaluation setup in Table 2 us-
ing a pre-trained LDM [46] as the source instead. The real
class consists of images from LAION dataset [48]. Fake
images are generated using an LDM 200-step variant using
text prompts from the corresponding real images. In total,
the dataset consists of 400k real and 400k fake images.

Fig. 6 (top) compares our resulting linear classifier to the
one created using ProGAN’s dataset. Similar to what we
have seen so far, access to only LDM’s dataset also enables
the model to achieve good generalizability. For example,
our model can detect images from GAN’s domain (now an
unseen generative model), with an average of 97.32 mAP.
In contrast, the trained deep network (Fig. 6 bottom) per-
forms well only when the target model is from the same
generative model family, and fails to generalize in detecting
images from GAN variants, 60.17 mAP; i.e., the improve-
ment made by our method for the unseen GAN domain is

+37.16 mAP. In summary, with our linear classifier, one can
start with ProGAN’s data and detect LDM’s fake images, or
vice versa. This is encouraging because it tells us that, so
far, with all the advancements in generative models, there
is still a hidden link which connects various fake images.

7. Conclusion and Discussion

We studied the problem associated with training neural
networks to detect fake images. The analysis paved the way
for our simple fix to the problem: using an informative fea-
ture space not trained for real-vs-fake classification. Per-
forming nearest neighbor / linear probing in this space re-
sults in a significantly better generalization ability of detect-
ing fake images, particularly from newer methods like diffu-
sion/autoregressive models. As mentioned in Sec. 6.4, these
results indicate that even today there is something common
between the fake images generated from a GAN and those
from a diffusion model. However, what that similarity is
remains an open question. And while having a better under-
standing of that question will be helpful in designing even
better fake image detectors, we believe that the generaliza-
tion benefits of our proposed solutions should warrant them
as strong baselines in this line of work.
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