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Abstract

Deep neural networks (DNN) have outstanding performance in various applications. Despite numerous efforts of the research community, out-of-distribution (OOD) samples remain a significant limitation of DNN classifiers. The ability to identify previously unseen inputs as novel is crucial in safety-critical applications such as self-driving cars, unmanned aerial vehicles, and robots. Existing approaches to detect OOD samples treat a DNN as a black box and evaluate the confidence score of the output predictions. Unfortunately, this method frequently fails, because DNNs are not trained to reduce their confidence for OOD inputs. In this work, we introduce a novel method for OOD detection. Our method is motivated by theoretical analysis of neuron activation patterns (NAP) in ReLU-based architectures. The proposed method does not introduce a high computational overhead due to the binary representation of the activation patterns extracted from convolutional layers. The extensive empirical evaluation proves its high performance on various DNN architectures and seven image datasets.

1. Introduction

Even the most efficient deep neural network (DNN) architectures, designed for image recognition tasks, cannot ensure that they will not malfunction during their operation. Thus, deployment of those safety-critical applications, such as in self-driving cars, unmanned aerial vehicles, and robots, is still an unresolved problem \cite{9,35}. The use of safety mechanisms, such as runtime monitors, is a viable strategy to keep the system in a safe state despite of DNN failure. The design and development of such monitors in the context of safety-critical applications is a significant challenge \cite{10,48}. Therefore, it is required to define robust metrics that can allow to detect and control of DNN’s failures at runtime and mitigate potential hazards caused by their performance limitations.

DNNs are trained over a set of inputs sampled from real-world scenarios. However, due to the large variation of the input images, the training dataset cannot contain all possible variants of input samples. Although it is expected that the trained models can perform well on unknown inputs, especially those that are similar to the training data, it cannot be guaranteed that they will perform well for OOD noisy samples that present the objects not considered before \cite{15}. While DNN training techniques should allow a network to achieve high generalization capabilities, it is also crucial to ensure the dependability of safety-critical systems to train a model so that any outlying input will result in low confidence of the network’s decision.

The fundamental challenge to ensure the safety of DNNs is to estimate if a given input sample comes from the same data distribution for which a DNN was trained. This is very hard to estimate because the network usually extrapolates its decision while receiving new image samples. Another cause of the incorrect recognition of outlying samples can be the distributional shift of input data over time (e.g. the time-dependent variations of an object’s appearance) \cite{19}.

In the vast literature, this problem has been formulated as a problem of detecting whether input data are from an in-distribution (ID) or out-of-distribution (OOD). This has been studied for many years and discussed in the following aspects: sample rejection, anomaly detection, open-set samples recognition, familiar vs unfamiliar samples or uncertainty estimation \cite{2,24,38}.

In this work, we present a novel algorithm for the identification of OOD image samples. In our method, we extract the binary neuron activation patterns on various hidden layers of a DNN and compare them with the ones collected in the training procedure. By measuring the Hamming distances between extracted binary patterns of any test sample and the patterns extracted during the training, we can identify OOD samples.

The main contributions of this paper are the following:

- We introduce NAP - an algorithm that extracts binary patterns from both fully connected and convolutional layers and estimates a classifier’s predictive un-
binary neuron activation patterns. The proposed method outperforms state-of-the-art OOD detection methods. Moreover, the algorithm is straightforward, making it simple to incorporate into existing DNN architectures.

- We provide an extended empirical evaluation comparing the impact of the activation patterns collected from different layers of DNN which may inspire future research in this area.

- We publish the largest evaluation framework for OOD detection. This framework contains 17 OOD methods (including the proposed NAP-based method) that can be directly tested on two state-of-the-art DNN architectures and 7 datasets allowing for simple extension of the framework for new methods, architectures, and datasets.

2. Related work

In the literature, a plethora of algorithms designed for the detection of OOD samples for DNNs have been proposed [50]. One of the most promising groups of methods is based on a hidden layers’ activation analysis. This type of method has found its use in specialized problem domains such as cybersecurity malware classification [7], autonomous driving safety monitors [4, 17, 22] or in explaining patient medical diagnosis decision [46]. Also, from a domain-agnostic point of view, there are several topics into which the activation analysis can be incorporated.

In this group, some methods primarily derive OOD scores based on an analysis of activations. Authors in [46] focus on explainable AI. They derive binary patterns from the activation layers of a DNN, then compute the Hamming distance to find the most perceptually similar and dissimilar known ground-truth images which are then used to explain the decision made by the DNN model. The authors of [39] expressed a need for detecting rare subclasses in datasets because they might reduce a DNN’s performance. They proposed a method based on a simple statistical analysis of penultimate layer activations dealing with the issue. In the works [22], [17], [4], the activation outputs of the hidden layers are processed to build a safety monitor. The paper [22] shows the utilization of the k-means clustering and abstraction boxes. In [17] the authors build a GMM for every neuron independently and establish safety intervals for every neuron based on the mean and the standard deviation of the previously built models. Moreover, they use a voting system to improve the decision’s correctness. The method given in [4] makes use of the binary activation patterns and the Hamming distance for OOD sample detection. However, the presented approach has significant efficiency issues that make the approach unscalable to any modern DNN architecture. In [34], the authors proved that activation function choice itself is of great importance for OOD uncertainty calibration methods. They propose the Matérn activation function which improves the Monte Carlo Dropout [11] uncertainty estimation.

There are also uncertainty estimation methods that operate strictly on internal activations. The work [33] brought up an interesting technique of uncertainty measurement that leverages aggregated, statistical properties of hidden-layers activations that capture cross-class discrimination capability. The approach given in [40] is based on the density of latent representations. Applying reconstruction loss to the density yields a high-quality uncertainty estimation that enables OOD detection. The authors, like in the papers [41] and [37], conclude that there are benefits from using the output of various hidden layers (shallow, medium, deep, etc.) instead of focusing only on the last layer of a DNN.

In the paper describing the ODIN method [31], authors proved both empirically and theoretically that temperature rescaling [13] and input perturbation [12] can provide well-calibrated softmax scores on which the OOD detector can be constituted. In the work [30], authors measure the probability density of a test sample on feature spaces and take Mahalanobis distance with respect to the closest class-conditional distribution. The method achieves outstanding OOD detection efficiency. The previous work of [21] shows the Outlier Exposure technique which tackles a widely encountered problem of classifier overconfidence on OOD samples. They propose to incorporate an OOD penalty into a loss function during the training phase of a DNN. Also, the algorithms based on Helmholtz energy score [28] have recently become very popular, with the EnergyOOD [32] and its upgraded versions – ReAct [47] and ASH [8] establishing the state-of-the-art performance level.

A completely different approach is introduced in the work of [23] where the authors focus on a gradient space as adequate for the OOD detection task. State-of-the-art anomaly detection methods [43], [42] adapt pretrained features with a center loss and combine it with contrastive learning. Although the focus was put on one-class classification, the introduced methods are effective OOD detectors considering a known distribution as the normal class and a semantic-shifted distribution as the OOD samples.

3. Binary Neuron Activation Patterns

In comparison to simple linear classifiers, DNNs have a much higher expressive power arising from non-linear activation functions between linear layers. One of the most significant is the ReLU non-linearity introduced in [36]. ReLU-based neural networks have led to state-of-the-art results in many fields, but the computational structure of the ReLU activation is straightforward. ReLU non-linearity has only two states: "inactive" and "activated". The expressiv-
ity of a fully trained network depends on the ability to select appropriate activations for different inputs. It was theoretically proven in [14] that a DNN uses much fewer activation patterns during training than theoretically possible. Moreover, in [16], the authors presented that the non-linear structure converges bottom-up (lower layers stabilize first) during training in ReLU-based architectures and shows stable distribution over pattern set changes.

These findings naturally inspire a simple, yet surprisingly effective, method in which the comparison of NAPs allows prediction uncertainty to be measured in the inference stage. In this approach, each layer $l$ in a DNN generates an activation vector $A_l$ based on the processed input data. We define the activation pattern $A_l$ on layer $l$ of DNN with a vector of trainable parameters $\theta$ for an input $x_i$, $i = 1, \ldots, n$ as an assignment of a sign to each neuron $z_j$, $j = 1, \ldots, m$
\[
A_l(x_i, \theta) := \{a_{z_j}, \; j = 1, \ldots, m\} \in \{0, 1\}, \text{where (1)}
\]
\[
a_{z_j} = \begin{cases} 
1, & \text{if } z_j(x_i, \theta) > = 0, \\
0, & \text{otherwise. (2)} 
\end{cases}
\]

Each unit of the activation vector can be used as a feature to represent the part of the DNN that was activated by a certain sample from the training dataset. We collect those binary patterns $A_l(x_i, \theta)$ for all samples during the training procedure and we compare the binary pattern extracted from a test sample in order to decide whether a tested sample is OOD or not. Fig 1 shows a simplified diagram summarizing our approach. In the presented chart, the red color indicates NAPs extraction for the training dataset, while the blue refers to the testing process of whether a new sample comes from the known distribution.

While extraction of NAP for a feedforward network and a fully connected layer is straightforward, the method of NAP extraction for a convolutional layer is presented in section 3.2.

For ReLU-based architectures, it can be noticed that for each neuron $z_j$ of every layer $l$, the gradients applied to its weights are null if the neuron is not activated.\(^2\) This property proves that simplified binary patterns may be a sufficient representation of ID samples and we do not need to operate on network activation values.

3.1. Detecting OOD samples using NAP

The main expectation is that a trained model should be more certain when predicting the output for a sample similar to the ones seen during the training phase. Therefore, the similarity measured by the distance between the test sample and training samples should be directly connected with the model’s uncertainty. In the proposed approach, we compute the smallest Hamming distance between the NAP of a given test sample and samples extracted from the training set. This distance for test sample $v$ can be defined as follows:
\[
d_{\text{min}}(v, \theta) = \min\{d(v, u), \forall u \in A^l_\theta\}, \quad (3)
\]
where $d(v, u)$ denotes the Hamming distance between binary vectors $v$ and $u$ (the Hamming distance between two binary patterns is equal to the number of different bits between them); $A^l_\theta = \{A_l(x_i, \theta), \; i = 1, \ldots, n\}$ is the set of all NAP extracted for the training database for a selected layer $l$.

Computing the Hamming distance for a test sample requires creating a set of binary activation patterns for all known training images. Depending on the factors, such as the number and dimensionality of activation patterns, there are two efficient ways to compute the smallest distance. In the first method, for every incoming pattern, the XOR operation is performed with all collected patterns in the training stage. The example for which the XOR result has the lowest number of positives is selected as the most similar sample. Although this method requires computing and comparing the results for every pattern from the training set, modern libraries can parallelize simple XOR operations very well. Still, the number of operations is rather large because a typical dataset contains tens or even hundreds of thousands of samples, but it still can be efficiently calculated on a GPU.

In the second method, patterns from the training set need to be stored in a data structure that is dedicated to quickly solving the nearest neighbor search problem (e.g., the ball tree or binary hashing-based approximate nearest neighbor search methods [3]). These methods provide fast query speed and drastically reduced storage, which allows us to efficiently apply the proposed NAP method even for very large training datasets. In this work, we used the first approach, which provides sufficient efficiency to implement a NAP-based detector as a runtime monitor in real-time applications, which was proven in the Experiments section.

3.2. NAP extraction from convolutional layers

Convolutional layers are the backbone of most modern DNN architectures utilized in computer vision tasks. They forward multi-dimensional feature representations from one layer to another until the features are eventually represented by a one-dimensional vector. Extracting relevant activation patterns out of a convolutional layer is more complex than for fully connected layers. One of the main novelties in our approach is that we are proposing how to extract the binary activation patterns for convolutional layers in DNN, Simple flattening of multi-dimensional layers would lead to NAPs of an overwhelming length.

According to the best of our knowledge, it has not yet been proposed how to extract binary activation patterns for convolution layers. We realize that the presented method is

\(^2\)The proof is provided in the supplementary material
only one of many possible ways to generate such patterns and deeper investigation on this topic will be the subject of future research work.

To combine the potential of hidden convolutional layers but also to mitigate the problem of the high dimensionality of data, we propose to perform adaptive pooling of all channels in a convolutional layer into a single value. We compress outputs from all channels in an extracted layer into a vector by such a procedure. The proposed pooling with a $t$-type aggregator of a convolutional layer $X (H \times W$ elements, $C$ channels) into a $C$-elements vector $Y$ can be expressed by the following formula:

$$\text{pool}_t(X) \rightarrow Y. \quad (4)$$

In this research, we evaluated two types of pooling: average pooling and max pooling. In the performed experiments, we proved that max pooling provides better results for OOD detection, and therefore, we recommend it as the default method for extraction of binary activation patterns from convolutional layers. The intuition behind this type of pooling is that we are extracting the strongest pattern from each channel, which allows us to remove most of the non-important values from each layer.

Next, the values received after pooling need to be converted into a binary NAP. For this purpose, we propagate the vector through a configurable, adaptive activation function that binarizes the values using individual thresholds for each layer. As a threshold, we use the $p$-percentile of values for a given activation pattern, for each layer. As a threshold we use the $p$-percentile of values in a given activation pattern. This results in zeroing the elements of the vector that represents the least significantly activated channels. Practically, this allows us to automatically choose the most important subset of channels for every layer based on the activation magnitude.

An example of extraction of a binary activation pattern for the convolutional layer is depicted in Fig. 2. It can be seen that the convolutional layers are first pooled for every channel in a selected convolutional layer and then binarized. The general formula for obtaining an activation pattern for a network consisting of a total number of $N$ channels in the convolutional layers and $M$ elements in the neural layers region of a network can be expressed as follows:

$$A_l(x, p) = \{\alpha\{\text{pool}_l(V_0, P_p^0)\}, \ldots, \alpha\{\text{pool}_l(V_N, P_p^N)\},$$

$$\alpha\{V_{N+1}, P_p^{N+1}\}, \ldots, \alpha\{V_{N+M}, P_p^{N+M}\}\},$$

$$\alpha\{x, p\} = \begin{cases} 1 & x > p \\ 0 & x \leq p \end{cases}, \quad (5)$$

where $\alpha$ is the binarization function, $V_i$ is the $i$-th value in the activation vector (before binarization), $P_p^N$ is the value of $p$-percentile (within an assumed dataset) at $N$-th position in the activation vector.

### 3.3. Uncertainty threshold estimation

In order to decide whether a new sample is an OOD or not, it is required to define a decision criterion. In the proposed NAP approach, we use the Hamming distance between a binary pattern extracted for a test sample and all binary patterns extracted from samples collected in the training dataset. If the Hamming distance to the nearest binary
pattern is higher than the assumed threshold \( \tau \), then a sample is classified as an OOD.

Let the corresponding sets of distances be called \( D_{in} \) and \( D_{out} \), for ID and OOD samples, respectively. The distance \( d_i \) for \( i \)-th image sample is calculated to the nearest neighbor in an ID set as follows:

\[
d_i = \left\{ \min_j (HD(A(x_i, \theta), A(x_j, \theta))) : j \in A_{in}, i \neq j \right\},
\]

where \( i \) and \( j \) are sample numbers, \( A_i(x_i, \theta) \) is the activation pattern of \( i \)-th sample, \( A_{in}(\theta) \) is the set of all samples in an ID set, and \( HD(a, b) \) is the Hamming distance between samples \( a \) and \( b \).

The separation threshold was estimated using an exhaustive search approach in which the decision threshold \( \tau \) is established as a value that minimizes the intra-class variance between the Hamming distances distributions calculated between NAP for training and a validation OOD dataset.

### 3.4. Method auto-configuration

The proposed approach needs to be tuned depending on the following parameters: (1) layers of a neural network, (2) \( p \)-percentile values, or (3) type of pooling \( t \). To distinguish most precisely the ID pattern from the OOD pattern for a wide range of DNN models and various dataset distributions. Finding an optimal combination of these three parameters is a model-wise or even a layer-wise problem. Our strategy is to divide the auto-configuration problem into the following two sub-problems: (1) layer-wise optimization of parameters \( p \) and \( t \), (2) model-wise specification of most relevant layers. The optimization process comes down to selecting the described parameters based on the OOD detection results obtained using the validation set \( D_{v} \).

First, we grid-search the best \( p \) and \( t \) for every activation layer in a model. Each layer is analyzed independently for its OOD detection efficiency in this step. In our initial experiments, we noticed that there is no universally optimal layer to be distinguished. Depending on network architecture and training dataset some layers perform better than others. Therefore, we extract NAPs from the \( k \) layers that yield the highest OOD detection accuracy on validation datasets, where \( k \) is an arbitrary odd number. Then, we create a majority voting classifier based on the Hamming distances calculated for the \( k \) layers. In our experiments, \( k \) is another parameter that needs to be tuned for the proposed NAP-based OOD detector.

**Optimization criteria** In order to find optimal hyperparameters of the NAP method, it is required to define the proper optimization criteria. In this work, we analyzed two of them: (1) OOD validation accuracy and (2) distance threshold \( \tau \) (lower is better). Whereas the justification for the accuracy criterion is obvious, a justification for the threshold criterion might not be. We follow the intuition that a low threshold is more robust to a possible shift between validation and test distributions than a high threshold. The third hybrid criterion is the combination of them both, which tries to get a high validation accuracy while maintaining a reasonably low \( \tau \). In our experiments, we apply these criteria in the following scheme:

1. For each layer of a network, choose the best \( p \) parameter by the hybrid criterion (in this step, the criterion is constant).
2. Choose the optimal pooling type \( t \) for each layer and its \( p \) parameter chosen in the previous step (here, we experiment with different criteria).
3. Choose \( k \) layers that yield the best validation accuracy for parameters chosen in previous steps (criterion is constant).

Attained \( p \), \( t \), \( \tau \), and \( k \) parameters form together a NAP configuration. Note that the \( p \) and \( \tau \) parameters are tuned for each layer, but \( t \) is tuned only for convolutional layers.

### 3.5. Combining distances of multiple layers

Assuming that the algorithm has established the configuration and we can obtain the Hamming distances for binary patterns from numerous layers, these patterns can be combined into an ensemble decision-making algorithm that will classify a test sample as an OOD. In this work, we compare two decision criteria. The first decision algorithm (vote scheme 1) combines the Hamming distances into a single
uncertainty score according to the following definition:

\[
score = \sum_{l \in L} d_{l}^{scaled} - \tau_{l}^{scaled}
\]

(7)

where \(d_{l}^{scaled}\) is a scaled nearest Hamming distance obtained from the \(l\)-th layer; \(\tau_{l}^{scaled}\) is a scaled Hamming distance threshold established for the \(l\)-th layer; \(L\) is a set of chosen layers to monitor.

The second decision algorithm is a simple majority voting classifier (vote scheme 2), in which each layer votes independently whether a sample is OOD or not. The final decision is a mode of \(k\) votes. Which imposes the \(k\) parameter to be an odd number.

4. Experiments

OOD evaluation protocol We evaluated the proposed binary NAP for the OOD detection task following the methodology proposed in the OD-test framework [44]. The assumption that an OOD detector challenged with real-world tasks would be exposed to samples belonging only to the two distributions (ID and OOD) can be tricky. An OOD detection method might not be robust enough to be engaged in a safety-critical environment unless one can provide a dataset that covers all possible semantic spaces. Shafaei et al. [44] introduced an OOD test, which is a three- (instead of two-) dataset evaluation methodology for the purpose of assessing OOD methods more reliably. It was proven that the results obtained with the three-set evaluation protocol have higher confidence and are more reliable.

In this evaluation procedure, the data are split into three sets: source training \(D_s\), validation \(D_v\), and test \(D_t\) subsets. The original, ID images are included only in \(D_s\), whereas the OOD samples are divided into two distinctively different groups: \(D_v\) and \(D_t\). The datasets are presented in Fig. 3. The reliable OOD detector should be trained to discriminate \(D_s\) from \(D_v\), but its generalization capability to identify OOD should be performed on the \(D_t\) against \(D_s\) differentiation task.

Models and datasets In our evaluation, we used pre-trained VGG-16 [45] and ResNET-50 [18] and seven datasets (MNIST [29], FashionMNIST [49], NotMNIST, CIFAR10, CIFAR100 [26], STL10 [5] and TinyImageNet) for the evaluation. Each method under the OOD evaluation protocol is tested over the same set of 308 experiments consisting of all compatible triplets of datasets. As \(D_s\), \(D_v\), and \(D_t\), we use all possible combinations from the above set of seven datasets.

Metrics Aside from accuracy (only this metric was calculated in the original OD-test framework), we used the area under the receiver operating characteristic curve (AUROC) as a main evaluation metric since it is the appropriate metric for two-class discrimination tasks with balanced data.

Methods We compared our methods with several state-of-the-art OOD detection methods to create the largest OOD evaluation framework. In our comparison, we used the methods implemented in the OD-test framework [44]: OpenMax [1], ScoreSVM [6], LogisticSVM, BinClass, PbThreshold [20], ODIN [31], ReconstThreshold, K-NNSVM, K-MNNSVM, K-BNNSVM, K-VNNSVM [25] (where K denotes the number of nearest neighbors), MCDropout [11] and DeepEnsemble [27]. Additionally, we integrated recently proposed state-of-the-art OOD detection methods: Mahalanobis [30], OutlierExposure [21], Energy [32], ReAct [47], GradNorm [23], MeanShiftedAD [43] and ASH-B [8]. For all methods, we used the parameter configuration provided in official papers’ implementations.

Adaptive configuration strategies In the proposed method, we evaluated several auto-configuration strategies and ways to score distances out of multiple layers. In Tab. 1, we present the final results for hyperparameters optimization for the analyzed network architectures using the accuracy metric. The hyperparameters included in the ablation study are as follows: the choice of the optimization criterion, number of voting layers, and OOD decision-making algorithm for the multiple voting layers. In the superscript brackets, we annotated the best configurations for each network architecture as NAP1 and NAP2, respectively. These configurations are used in comparison with state-of-the-art OOD detectors in the next subsection. Additionally, more results documenting the impact of NAP hyperparameters on OOD detection performance are presented in the supplementary materials.

Time efficiency All the experiments were performed in Pytorch v1.8 environment and Python v3.9 client, running on a PC with Intel® Core™ i7-3930K CPU 3.20 GHz and GeForce GTX 1080 Ti. All methods were integrated into the same framework and computation times were compared on the same setup. A summary of time efficiency for evaluated methods is presented in Tab. 2. The execution time of the NAP method is comparable to other state-of-the-art methods such as ODIN (10 and 20 ms for VGG and...
Table 1. OD-test performance for selected hyperparameters. The bold result denotes the setups included in the OD-test comparison.

<table>
<thead>
<tr>
<th>Model</th>
<th>Criterion</th>
<th>#k - nb of layers</th>
<th>Vote scheme 1</th>
<th>Vote scheme 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG</td>
<td>valid. acc.</td>
<td>3 81.39% 79.57%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 81.94% 80.92%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7 82.01% 82.35%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9 82.23% [NAP]1</td>
<td>83.26% [NAP]2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>threshold 3 79.74% 80.21%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 79.55% 81.09%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7 79.87% 81.72%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9 79.91% 82.18%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ResNET</td>
<td>valid. acc.</td>
<td>3 79.05% 77.75%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 79.03% 77.46%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7 79.15% 77.11%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9 79.15% [NAP]1</td>
<td>77.50%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>threshold 3 79.38% 79.54%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 79.82% [NAP]2</td>
<td>78.41%</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7 78.71% 76.72%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9 77.95% 76.42%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Comparison of the mean processing time per single image for state-of-the-art OOD detectors. The results of our method are highlighted in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>VGG Time [s]</th>
<th>ResNet Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASH-B</td>
<td>0.004</td>
<td>0.007</td>
</tr>
<tr>
<td>BioClass</td>
<td>0.002</td>
<td>0.007</td>
</tr>
<tr>
<td>DeepEns.</td>
<td>0.012</td>
<td>0.038</td>
</tr>
<tr>
<td>Energy</td>
<td>0.003</td>
<td>0.008</td>
</tr>
<tr>
<td>GradNorm</td>
<td>0.010</td>
<td>0.027</td>
</tr>
<tr>
<td>Log-SVM</td>
<td>0.003</td>
<td>0.006</td>
</tr>
<tr>
<td>MC-Dropout</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>Mahalanobis</td>
<td>0.217</td>
<td>0.086</td>
</tr>
<tr>
<td>MeanShiftedAD</td>
<td>0.231</td>
<td>0.314</td>
</tr>
<tr>
<td>ODIN</td>
<td>0.010</td>
<td>0.028</td>
</tr>
<tr>
<td>OpenMax</td>
<td>0.035</td>
<td>0.040</td>
</tr>
<tr>
<td>OutlierExposure</td>
<td>0.003</td>
<td>0.008</td>
</tr>
<tr>
<td>PhThresh</td>
<td>0.003</td>
<td>0.007</td>
</tr>
<tr>
<td>ReAct</td>
<td>0.003</td>
<td>0.008</td>
</tr>
<tr>
<td>ScoreSVM</td>
<td>0.002</td>
<td>0.006</td>
</tr>
<tr>
<td>Ours (NAP)</td>
<td>0.008</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Comparison with state-of-the-art OOD detection

Finally, we compared the best configurations established in the previous experiment with competitive methods proposed in the literature for OOD detection. The obtained results are presented in Fig. 4a using the AUROC metric and in Fig. 4b for the accuracy metric. Each method in the presented comparison was tested over the same set of 308 experiments and then averaged, where all datasets were respectively used as train $D_s$, validation $D_v$, and test $D_t$.

The performed evaluation shows that for both considered metrics, the proposed binary NAP outperforms state-of-the-art OOD detection methods by a considerable margin. With an appropriate choice of hyperparameters, the NAP-based method can achieve a 3.4% higher AUROC score than the second-best Mahalanobis on VGG architecture; 0.1% higher than the second-best ODIN on ResNET; 1.2% higher accuracy on VGG than the second-best Mahalanobis; 1.1% higher accuracy on ResNET than the second-best Mahalanobis. This method is tightly dependent not only on the architecture of a classifier but also on how and how well the underlying classifier is trained. The hyperparameters are universally set for all architectures and $D_s$ training datasets for the purpose of fair evaluation. But they could be further optimized for each $D_s$ vs $D_v$ task. We suggest one of the following strategies as by default: (1) No of votes - 5; auto-configuration criterion - threshold. The strategy achieves the best AUROC value for both the architectures and the best and second-best accuracy. (2) No of votes - 9; auto-configuration criterion - validation accuracy. This yields the second-best AUROC value on ResNET (slightly lower than ODIN), but prevails in every other case, performing especially well on VGG.

Additionally, we evaluated the performance of all methods and aggregated the results per dataset. These results are presented in Tab. 3. While the proposed NAP variants outperform state-of-the-art methods when the results are averaged for all datasets, we can observe that NAP may achieve slightly worse results for specific datasets.

5. Conclusions

In this work, we introduced a novel method for the detection OOD data for DNNs designed for image recognition problems. Extensive experiments allow the optimal configuration to be found for NAP-based convolutional neural networks that can efficiently identify the OOD samples. The proposed approach significantly outperforms the results achieved by state-of-the-art methods. Moreover, the proposed approach works on binary vectors and is characterized by very low computational complexity due to the binary representation of the extracted features. We believe that this work will inspire further examination of the theoretical properties of NAPs in the context of OOD detection.
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Figure 4. Average evaluation results of the proposed NAP approach with various configurations with state-of-the-art OOD detection methods over all datasets: (a) AUROC and (b) accuracy. The suffix /VGG or /Res indicates the network architecture.

Table 3. OD-test AUROC for every training dataset. The best results for all datasets and for each dataset are highlighted in bold. Note that the NAP_2 version of our method is the majority voting system and the AUROC metric cannot be computed for it.
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