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Abstract

How to effectively explore spatial and temporal informa-
tion is important for video deblurring. In contrast to exist-
ing methods that directly align adjacent frames without dis-
crimination, we develop a deep discriminative spatial and
temporal network to facilitate the spatial and temporal fea-
ture exploration for better video deblurring. We first de-
velop a channel-wise gated dynamic network to adaptively
explore the spatial information. As adjacent frames usually
contain different contents, directly stacking features of ad-
jacent frames without discrimination may affect the laten-
t clear frame restoration. Therefore, we develop a simple
yet effective discriminative temporal feature fusion module
to obtain useful temporal features for latent frame restora-
tion. Moreover, to utilize the information from long-range
frames, we develop a wavelet-based feature propagation
method that takes the discriminative temporal feature fu-
sion module as the basic unit to effectively propagate main
structures from long-range frames for better video deblur-
ring. We show that the proposed method does not require
additional alignment methods and performs favorably a-
gainst state-of-the-art ones on benchmark datasets in terms
of accuracy and model complexity.

1. Introduction
With the rapid development of hand-held video captur-

ing devices in our daily life, capturing high-quality clear
videos becomes more and more important. However, due to
the moving objects, camera shake, and depth variation dur-
ing the exposure time, the captured videos usually contain
significant blur effects. Thus, there is a great need to restore
clear videos from blurred ones so that they can be pleasantly
viewed on display devices and facilitate the following video
understanding problems.

Different from single image deblurring that explores spa-
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Figure 1. Floating point operations (FLOPs) vs. video deblurring
performance on the GoPro dataset [24]. Our model achieves fa-
vorable results in terms of accuracy and FLOPs.

tial information for blur removal, video deblurring is more
challenging as it needs to model both spatial and tempo-
ral information. Conventional methods usually use optical
flow [2,9,14,36] to model the blur in videos and then joint-
ly estimate optical flow and latent frames under the con-
straints by some assumed priors. As pointed out by [26],
these methods usually lead to complex optimization prob-
lems that are difficult to solve. In addition, improper priors
will significantly affect the quality of restored videos.

Instead of using assumed priors, lots of methods develop
kinds of deep convolutional neural networks (CNNs) to ex-
plore spatial and temporal information for video deblurring.
Several approaches stack adjacent frames as the input of C-
NN models [29] or employ spatial and temporal 3D convo-
lution [40] for latent frame restoration. Gast et al. [10] show
that using proper alignment strategies in deep CNNs would
improve deblurring performance. To this end, several meth-
ods introduce alignment modules in deep neural networks.
The commonly used alignment modules for video deblur-
ring mainly include optical flow [26], deformable convolu-
tion [32], and so on. However, estimating alignment infor-
mation from blurred adjacent frames is not a trivial task due
to the influence of motion blur. In addition, using align-
ment modules usually leads to large deep CNN models that
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are difficult to train and computationally expensive. For ex-
ample, the CDVDTSP method [26] with optical flow as the
alignment module has 16.2 million parameters with FLOP-
s of 357.79G while the EDVR method [32] using the de-
formable convolution as the alignment module has 23.6 mil-
lion parameters with FLOPs of 2298.97G. Therefore, it is
of great interest to develop a lightweight deep CNN model
with lower computational costs to overcome the limitation-
s of existing alignment methods in video deblurring while
achieving better performance.

Note that most existing methods restore each clear frame
based on limited local frames, where the temporal infor-
mation from non-local frames is not fully explored. To
overcome this problem, several methods employ recurrent
neural networks to better model temporal information for
video deblurring [15]. However, these methods have limit-
ed capacity to transfer the useful information temporally for
latent frame restoration as demonstrated in [41]. To rem-
edy this limitation, several methods recurrently propagate
information of non-local frames with some proper atten-
tion mechanisms [41]. However, if the features of non-local
frames are not estimated correctly, the errors will accumu-
late in the recurrent propagation process, which thus affects
video deblurring. As the temporal information exploration
is critical for video deblurring, it is a great need to devel-
op an effective propagation method that can discriminative-
ly propagate useful information from non-local frames for
better video restoration.

In this paper, we develop an effective deep discriminative
spatial and temporal network (DSTNet) to distinctively ex-
plore useful spatial and temporal information from videos
for video deblurring. Motivated by the success of multi-
layer perceptron (MLP) models that are able to model glob-
al contexts, we first develop a channel-wise gated dynamic
network to effectively explore spatial information. In addi-
tion, to exploit the temporal information, instead of directly
stacking estimated features from adjacent frames without
discrimination, we develop a simple yet effective discrim-
inative temporal feature fusion module to fuse the features
generated by the channel-wise gated dynamic network so
that more useful temporal features can be adaptively ex-
plored for video deblurring.

However, the proposed discriminative temporal feature
fusion module does not utilize the information from long-
range frames. Directly repeating this strategy in a recur-
rent manner is computationally expensive and may propa-
gate and accumulate the estimation errors of features from
long-range frames, leading to adverse effects on the final
video deblurring. To solve this problem, we develop a
wavelet-based feature propagation method that effective-
ly propagates main structures from long-range frames for
better video deblurring. Furthermore, the deep discrimina-
tive spatial and temporal network does not require addition-

al alignment modules (e.g., optical flow used in [26], de-
formable convolution used in [32]) and is thus efficient yet
effective for video deblurring as shown in Figure 1.

The main contributions are summarized as follows:
• We propose a channel-wise gated dynamic network

(CWGDN) based on multi-layer perceptron (MLP)
models to explore the spatial information. A detailed
analysis demonstrates that the proposed CWGDN is
more effective for video deblurring.
• We develop a simple yet effective discriminative tem-

poral feature fusion (DTFF) module to explore useful
temporal features for clear frame reconstruction.
• We develop a wavelet-based feature propagation

(WaveletFP) method to efficiently propagate useful
structures from long-range frames and avoid error ac-
cumulation for better video deblurring.
• We formulate the proposed network in an end-to-end

trainable framework and show that it performs favor-
ably against state-of-the-art methods in terms of accu-
racy and model complexity.

2. Related Work
Hand-crafted prior-based methods. Since the video de-
blurring problem is ill-posed, conventional methods usual-
ly make some assumptions [7, 9, 13, 14, 18, 22, 36] on the
motion blur and latent clear frame to make this problem
well-posed. However, these methods do not fully exploit
the characteristics of clean image data and motion blur, and
usually need to solve complicated inference problems.
Deep learning-based methods. Instead of using hand-craft
priors, deep learning has been explored to solve video de-
blurring. In [29], Su et al. take the concatenation of the
adjacent frames as the input of a CNN model based on an
encoder and decoder architecture to solve video deblurring.
Aittala and Durand [1] develop a permutation invariant C-
NN to solve multi-frame deblurring. However, simply s-
tacking the adjacent frames does not explore the temporal
information for video deblurring. In [40], Zhang et al. em-
ploy a spatial-temporal 3D convolution to utilize the spa-
tial and temporal features for latent frame restoration. To
better model the spatial and temporal information, several
methods introduce alignment modules in the CNNs. In [32],
Wang et al. use the deformable convolution to achieve the
alignment. The optical flow estimation method is wide-
ly adopted [16, 26] to align the adjacent frames. Zhou et
al. [42] develop an implicit alignment method based on the
kernel prediction network [23]. Although using alignmen-
t methods improves the deblurring performance, it is not a
trivial task to estimate alignment information from blurred
adjacent frames due to the influence of motion blur. More-
over, the alignment module usually leads to large models,
which are difficult to train.

Several methods aim to explore the properties of video
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frames for video deblurring. For example, Pan et al. [26] de-
velop a temporal sharpness prior to better guide the network
for video deblurring. Son et al. [28] aggregate information
from multiple video frames by a blur-invariant motion esti-
mation and pixel volumes. Suin and Rajagopalan [30] se-
lect the key frames to facilitate the blur removal. Wang et
al. [33] detect the pixel-wise blur level of each frame for
video deblurring.

To better utilize temporal information, several methods
use recurrent neural networks (RNNs) to solve video de-
blurring. Wieschollek et al. [35] develop an effective RNN
to recurrently use the features from the previous frame in
multiple scales. In [15], Kim et al. develop a dynamic tem-
poral blending network based on RNN to solve video de-
blurring. To better transfer the useful temporal information
for latent frames restoration, Zhang et al. [41] develop an
efficient spatio-temporal RNN with an attention mechanis-
m for video deblurring. Recurrently propagating informa-
tion from long-range frames improves the deblurring per-
formance. However, if there exist inaccurately estimated
features of long-range frames, the errors will be accumulat-
ed, which thus affects video deblurring.
Transformer-based methods. Recently, the Transformer
and its variants have been applied to video deblurring. Lin
et al. [20] develop an effective flow-guided sparse Trans-
former for video deblurring. Liang et al. [19] develop a
recurrent video restoration transformer. Although decen-
t performance has been archived, solving the Transformers
needs huge computational costs.

3. Proposed Method
We aim to develop an effective and lightweight deep C-

NN model to discriminatively explore spatial and temporal
information for video deblurring. To this end, we first de-
velop a channel-wise gated dynamic network (CWGDN) to
adaptively aggregate the spatial information and then pro-
pose a new discriminative temporal feature fusion (DTFF)
module to fuse the features generated by the CWGDN so
that we can distinctively select the most useful spatial and
temporal features from adjacent frames for video deblur-
ring. We further develop an effective wavelet-based feature
propagation (WaveletFP) method that takes the DTFF mod-
ule as the basic unit to better explore long-range information
from video frames and avoids the error accumulation during
the temporal feature propagation process. In the following,
we explain the main ideas for each component in detail.

3.1. Channel-wise Gated Dynamic Network
Exploring spatial information is important for video de-

blurring. Recent methods have shown that using Transform-
ers is able to explore better spatial features for image de-
blurring [19, 20, 34, 38]. However, they usually compute
the self-attention from divided patches of the input features
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Figure 2. Network details of the proposed CWGDN.

and do not effectively model information within and across
patches for video deblurring. Moreover, self-attention esti-
mation usually needs a huge computational cost. In contrast
to these methods, we propose a channel-wise gated dynamic
network (CWGDN) to discriminatively explore spatial fea-
tures using a gated dynamic network for video deblurring.
The CWGDN is motivated by the gMLP [21]. However, we
estimate channel-wise dynamic filters from input features
instead of using a static weight that is independent of the
input features to generate a spatial gating unit.

Specifically, given N features {Yi}Ni=1 extracted from
the consecutive blurred frames {Bi}Ni=1, where Yi ∈
RH×W×C has spatial dimension of H × W and channel
dimension of C, we first apply a 3D convolution with filter
size of 3 × 1 × 1 pixels to {Yi}Ni=1 and obtain the fea-
tures {Zi}Ni=1, where Zi ∈ RH×W×8C . Then, we split
each feature Zi into two independent parts (Z(1)

i , Z(2)
i ) a-

long the channel dimension. For one of the splitted features,
e.g., Z(1)

i ∈ RH×W×4C , we develop a simple yet effec-
tive channel-wise dynamic networkDc (see Figure 2 for the
detailed network architectures) to generate filters {ki}4Ci=1

with the spatial size of sc × sc pixels. We apply the gener-
ated filter ki to Z

(1)
i by:

Ẑ
(1)
i = ki ⊗ Z

(1)
i , (1)

where⊗ denotes a convolution operation. Using Ẑ
(1)
i as the

gate of Z(2)
i , we generate the enhanced features by:

Ze
i = Ẑ

(1)
i � Z

(2)
i , (2)

where � denotes the element-wise product operation.
Finally, we apply a 3D convolution operation with filter

size of 3×1×1 pixels and filter number of C to {Ze
i} so that

the output {Xi}Ni=1 of the CWGDN has the same channel
dimension as the input {Yi}Ni=1.

Different from [21], the generated filters ki by the pro-
posed method contain global information of the feature in
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Figure 3. Network details of the proposed DTFF module.

each channel, which can discriminatively explore useful
features to facilitate video deblurring. We provide detailed
analysis in Section 5.

3.2. Discriminative temporal feature fusion module
Given the generated features {Xi}Ni=1 by the CWGDN,

exiting methods usually simply stack {Xi}Ni=1 or the align-
ment results of {Xi}Ni=1 according to some alignment meth-
ods for video deblurring. However, if the features {Xi}Ni=1

or the alignment results of {Xi}Ni=1 are not accurately esti-
mated, directly stacking them would affect the latent frame
restoration. Moreover, the contents of various frames are
usually different, which may not facilitate the video deblur-
ring. To this end, we propose a discriminative temporal fea-
ture fusion (DTFF) module to better explore mutually use-
ful contents from the features of adjacent frames and reduce
the influence of inaccurately estimated features. In the fol-
lowing, we first present the method of the fusion of Xi and
Xi+1 and then apply it to the fusion of Xi and Xi−1.

Specifically, we first apply a convolutional layer with
LeakyReLU to the concatenation of Xi and Xi+1 and ob-
tain the feature X̃i with the spatial dimension of H×W and
channel dimension of 2C. Then, we split X̃i into two inde-
pendent parts (X̃(1)

i , X̃(2)
i ) along the channel dimension and

obtain the fused feature by:

Vi = X̃
(1)
i �S(W2d(X̃

(1)
i ))+X̃

(2)
i �S(W2d(X̃

(2)
i )), (3)

where S denotes the Sigmoid function, and W2d(·) denotes
a 2D convolution operation with filter size 3× 3 pixels.

To better explore the spatial information of Vi, we fur-
ther develop a simple yet effective dynamic filter estimation
network Dp (see Figure 3 for the detailed network architec-
ture) to estimate pixel-wise filters from Vi and apply the
estimated pixel-wise filters to Vi:

Ṽi(x) = fxi ⊗ P (Vi(x)), (4)

where fxi denotes the estimated filter at the pixel x with the
size of sp×sp byDp, and P (Vi(x)) denotes a sp×sp patch
centered at the pixel x.

Finally, we further employ a network with 15 ResBlocks
to refine Ṽi for latent frame restoration.

For simplicity, we use F to denote the above-mentioned
discriminative temporal feature fusion module and refer to
the fusion of Xi and Xi+1 as the backward temporal feature
fusion, which is denoted by:

Fb
i = F(Xi,Xi+1), (5)

Similarly, the fusion of Xi and Xi−1 is referred to as the
forward temporal feature fusion, which is denoted by:

Ff
i = F(Xi,Xi−1). (6)

3.3. Wavelet-based feature propagation method
Note that the proposed DTFF module only considers t-

wo adjacent frames (i.e., i− 1-th and i+1-th frames) when
restoring the i-th latent frame, which does not fully explore
the information from non-local frames. One straightfor-
ward solution is to use (5) and (6) recurrently, which has
been also adopted in video deblurring [41] and video super-
resolution [3]. However, exploring information from non-
local frames requires the DTFF multiple times. If the fea-
tures, especially the structural details, of non-local frames
are not estimated accurately, the errors will be accumulated,
which thus affects the video deblurring. Moreover, directly
repeating the DTFF using original resolution features needs
high computational cost. Thus, to avoid the influence of the
inaccurate structural details and reduce computational cost,
we develop a wavelet-based feature propagation (WaveletF-
P) method, which first propagates low-frequency parts of
non-local frames and then applies the inverse wavelet trans-
form to the propagated features and high-frequency parts to
reconstruct better features for video deblurring.

Specifically, we first apply the Haar transform to
the features {Xi}Ni=1 and obtain the low-frequency part
({XLL

i }Ni=1) and the high-frequency part ({XLH
i }Ni=1,

{XHL
i }Ni=1, and {XHH

i }Ni=1).
For the low-frequency part ({XLL

i }Ni=1), we adopt the
bidirectional approach to propagate the main structures of
both local and non-local frames. The backward and forward
propagations are achieved by:

Fb
N = XLL

N

Fb
i−1 = F

(
XLL

i−1,F
b
i

)
, i = N,N − 1, ..., 2,

(7)

and
Ff

1 = Fb
1

Ff
i+1 = F

(
Fb

i+1,F
f
i

)
, i = 1, 2, ..., N − 1

(8)
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We then reconstruct the feature by an inverse Haar trans-
form:

F̃f
i = H−1

(
Ff

i ;Nh(X
LH
i ),Nh(X

HL
i ),Nh(X

HH
i )

)
,

(9)
where H−1(·) denotes the inverse Haar transform; Nh(·)
is a network containing two convolutional layers with the
LeakyReLU in between.

Finally, we restore the latent frame by:

Ii = Nf

(
F̃f

i

)
+Bi, i = 1, 2, ..., N. (10)

where Nf denotes a network with one convolutional layer.
In addition to generating better features for latent frame

restoration, the WaveletFP method further reduces the com-
putational cost as the feature propagation is mainly applied
to the low-frequency part. We will show its effectiveness
and efficiency in Section 5 and supplemental material.

4. Experimental Results
In this section, we evaluate the effectiveness of the pro-

posed approach and compare it with state-of-the-art meth-
ods using public benchmark datasets.

4.1. Datasets and parameter settings
Video deblurring datasets. We evaluate our method on the
commonly used video deblurring datasets including the Go-
Pro dataset [24], the DVD dataset [29], and the real-world
dataset (BSD) [41], and follow the protocols of these bench-
marks for training and test. To evaluate the effect of the
proposed network, we adopt the commonly used PSNR and
SSIM as the evaluation metrics.
Parameter settings. We implement our method based on
the PyTorch and train it from scratch using a machine with 8
NVIDIA GeForce RTX 3090 GPUs. We crop image patch-
es with the spatial size of 256 × 256 pixels for training.
The batch size is set to be 16. We use the AdamW opti-
mizer [17] with default parameter settings as the optimizer.
The number of iterations is set to be 600,000. The feature
number C is set to be 64. The filter sizes sc and sp are set
to be 3 empirically. The learning rate is initialized to be
2 × 10−4 and is updated by the Cosine Annealing scheme.
We use the same loss function as [8] to constrain the net-
work training. The detailed network architectures of the
proposed method and more experimental results are includ-
ed in the supplemental material due to the page limit. The
training code and models are available on our project web-
site: https://github.com/xuboming8/DSTNet.

4.2. Comparisons with the state of the art
Evaluations on the GoPro dataset. The GoPro dataset
contains 11 videos for test. For fair comparisons, we re-
train the deep learning-based methods that are not trained on
this dataset using the same protocols. We also compare our
method with the video super-resolution method [12] (DUF

for short) as it uses the dynamic filters that are similar toDp

in the DTFF module.
Table 1 summarizes the quantitative evaluation results,

where the proposed approach generates high-quality videos
with higher PSNR and SSIM values. Although RVRT [19]
performs better than our method, our network has fewer pa-
rameters and is at least 5× faster than RVRT [19] (Table 7).
Also note that our method performs better when using the
similar amounts of parameters (i.e., Ours-L in Table 1).

Figure 4 shows some visual comparisons of the evalu-
ated methods on the GoPro dataset. The method [29] con-
catenates the consecutive frames as the input and does not
effectively remove blur (Figure 4(c)), indicating that di-
rectly stacking the consecutive frames does not effectively
explore the spatial-temporal information for video deblur-
ring. In addition, exploring adjacent frames using align-
ment methods without discrimination, e.g., [26, 32], does
not restore clear frames as the inaccurate alignment will in-
terfere with the deblurring process (Figure 4(d) and (g)).
The STFAN method [42] develops an end-to-end-trainable
spatial-temporal filter adaptive network to deblur videos.
However, this method does not effectively explore tempo-
ral information from non-local frames, and the deblurred
frame still contains significant blur residual (Figure 4(e)).
The method [41] develops an effective spatial and temporal
RNN to explore spatial and temporal information from both
local and non-local frames. Yet, the temporal information
aggregation process does not effectively reduce the influ-
ences of inaccurately estimated features, which thus inter-
feres with the final latent frame restoration (see Figure 4(f)).
The recent method [20] employs Transformers with optical
flow as guidance to model spatial and temporal information
for video deblurring. However, the deblurred image in Fig-
ure 4(i) still contains blur effects.

In contrast, our deep discriminative feature propagation
network is able to explore spatial and temporal information
to reduce the influence of the inaccurately estimated fea-
tures from non-local frames, and generates a clearer frame
with better details and structures than the state-of-the-art
methods. For example, the numbers and boundaries of the
cars are close to the ground truth ones (Figure 4(j)).

Evaluations on the DVD dataset. We further evaluate our
method on the DVD dataset by Su et al. [29]. Table 2 shows
that the proposed method generates the deblurred videos
with higher PSNR and SSIM values.

Evaluations on the BSD deblurring dataset. As the B-
SD dataset [41] is a commonly used benchmark for video
deblurring, we evaluate our method against state-of-the-art
ones based on the protocols of [41]. Our method generates
high-quality deblurred results as shown in Table 3.

Evaluations on real captured videos. Similar to the ex-
isting method [26], we further evaluate our method using
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Table 1. Quantitative evaluations on the GoPro dataset [24]. “Ours-L” denotes a large model, where we use 96 features and 30 ResBlocks
in the DTFF module.

Methods SRN [31] DVD [29] Wieschollek et al. [35] DTBN [15] Nah et al. [25] EDVR [32] STFAN [42] DVDSEF [37] DUF [12]
PSNRs 30.29 27.31 25.19 26.82 29.97 26.83 28.59 31.01 28.01
SSIMs 0.9014 0.8255 0.7794 0.8245 0.8947 0.8426 0.8608 0.9130 0.8768

Methods ESTRNN [41] MPRNet [39] CDVDTSP [26] NAFNet [6] BasicVSR++ [5] FGST [20] RVRT [19] Ours Ours-L
PSNRs 31.07 32.73 31.67 33.71 34.01 32.90 34.92 34.16 35.05
SSIMs 0.9023 0.9366 0.9279 0.9668 0.9520 0.9610 0.9738 0.9679 0.9733

Table 2. Quantitative evaluations on the DVD dataset [29] in terms of PSNR and SSIM.

Methods Kim and Lee [14] Gong et al. [11] SRN [31] DVD [29] DTBN [15] EDVR [32] STFAN [42]
PSNRs 26.94 28.27 29.98 30.01 29.95 28.51 31.15
SSIMs 0.8158 0.8463 0.8842 0.8877 0.8692 0.8637 0.9049

Methods DVDSEF [37] ESTRNN [41] MPRNet [39] CDVDTSP [26] GSTA [30] FGST [20] Ours
PSNRs 31.71 32.01 32.24 32.13 32.53 33.36 33.79
SSIMs 0.9159 0.9162 0.9253 0.9268 0.9468 0.9500 0.9615

(a) Blurred frame (b) GT (c) DVD [29] (d) EDVR [32] (e) STFAN [42]

(f) ESTRNN [41] (g) CDVDTSP [26] (h) DVDSEF [37] (i) FGST [20] (j) Ours

Figure 4. Deblurred results on the GoPro dataset [24]. The deblurred results in (c)-(i) still contain significant blur effects. The proposed
method generates much clearer frames.

real captured videos by Cho et al. [7] and compare the pro-
posed method with state-of-the-art video deblurring meth-
ods [5, 26, 29, 32, 41, 42]. Figure 5 shows that the competed
methods do not restore the sharp frames well. In contrast,
our method generates much clearer frames, where the char-
acters are recognizable.

5. Analysis and Discussions
To better understand how our method solves video de-

blurring and demonstrate the effect of its main components,
we provide deeper analysis on the proposed method. For
the ablation studies in this section, we train the proposed
method and all the baselines on the GoPro dataset with
300,000 iterations for fair comparisons.

Effectiveness of CWGDN. The proposed CWGDN is used
to explore spatial information for clear frame restoration.
To examine whether it facilitates video deblurring, we re-
move CWGDN from the proposed method and train this
baseline using the same settings as ours on the GoPro
dataset for fair comparisons.

Table 4 shows that using the CWGDN generates better-
deblurred frames with higher PSNR and SSIM values,
where the average PSNR value of the proposed method is
at least 0.15dB higher than the baseline method without us-
ing the CWGDN.

As the proposed CWGDN is motivated by gMLP [21],
where we estimate channel-wise filters to generate spa-
tial gating units, one may wonder whether deirectly using
gMLP generates better results or not. To answer this ques-
tion, we replace the CWGDN with gMLP in the proposed
network and train this baseline method using the same set-
tings as ours for fairness. Table 4 shows that using the orig-
inal gMLP does not generate favorable results, indicating
that using the filters generated by our method can obtain
better features for video deblurring.

In addition, Figure 6(b) and (c) shows that the baseline
using gMLP and the one without using the CWGDN do not
restore clear frames, while the proposed approach using the
CWGDN generates much clearer frames (Figure 6(d)).
Effectiveness of DTFF. The proposed DTFF module is
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Table 3. Quantitative evaluations on the BSD deblurring dataset in terms of PSNR and SSIM.

Methods DVD [29] DTBN [15] Nah et al. [25] ESTRNN [41] CDVDTSP [26] Ours
PSNRs 29.95 31.84 33.00 33.36 32.84 34.45
SSIMs 0.8692 0.9170 0.9330 0.9370 0.9398 0.9548

(a) Blurred frame (b) Su et al. [29] (c) EDVR [32] (d) STFAN [42]

(e) CDVDTSP [26] (f) ESTRNN [41] (g) BasicVSR++ [5] (h) Ours

Figure 5. Deblurred results on a real video from [7]. The evaluated video deblurring methods do not recover the clear frames. In contrast,
our method recovers a clearer image with recognizable characters (e.g., “Bill”).

Table 4. Effect of the proposed CWGDN on the GoPro dataset.

Methods w/ gMLP [21] w/o CWGDN w/ CWGDN (Ours)
PSNRs 33.16 33.18 33.33
SSIMs 0.9602 0.9602 0.9611

(a) Blurred patch (b) w/ gMLP (c) w/o CWGDN (d) w/ CWGDN

Figure 6. Effectiveness of the CWGDN for video deblurring.

Table 5. Effect of the proposed DTFF on the GoPro dataset.

Methods w/ the feature fusion [27] w/o (3) w/o (4) Ours
PSNRs 33.00 33.22 32.55 33.33
SSIMs 0.9597 0.9608 0.9504 0.9611

Table 6. Quantitative evaluations of the WaveletFP on the GoPro
dataset. “FP” denotes the abbreviation of feature propagation.

Methods w/o WaveletFP w/ Bilinear in FP Ours
PSNRs 28.57 32.87 33.33
SSIMs 0.9057 0.9587 0.9611

used to better explore mutually useful contents and reduce
the influences of inaccurately estimated features from adja-
cent frames. As the proposed DTFF module mainly con-
tains a gated feature fusion (3) and a local spatial informa-
tion exploration by pixel-wise filters (4), we conduct abla-
tion studies w.r.t. these components to demonstrate their
effectiveness on video deblurring.

The gated feature fusion (3) is used to keep the most
useful features from adjacent frames while reducing the in-

(a) Blurred patch (b) w/ [27] (c) w/o (3)

(d) w/o (4) (e) w/ (3) and (4) (f) GT

Figure 7. Effectiveness of the DTFF module for video deblurring.

(a) Blurred patch (b) w/o WaveletFP (c) w/ Bilinear (d) Ours

Figure 8. Effectiveness of the WaveletFP for video deblurring.

fluence of inaccurate features from adjacent frames. The
results in Table 5 show that our method using (3) obtains
better-deblurred results. Note that Park et al. [27] devel-
op an adaptive blending module to fuse the temporal fea-
tures for video deblurring. However, this method applies
the learned weights to the input features Xi and Xi+1, i.e.,

Vi = Xi�S(W2d(X̃
(1)
i ))+Xi+1�S(W2d(X̃

(2)
i )). (11)

This fusion method does not generate better results as
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Table 7. Quantitative evaluations of the video deblurring methods with better accurate performance on the GoPro dataset in terms of
network parameters and running time. The running time is obtained on a machine with an NVIDIA RTX A6000 GPU. The size of the test
images is 1280× 720 pixels.

Methods DVD [29] EDVR [32] DVDSEF [37] CDVDTSP [26] FGST [20] BasicVSR++ [5] RVRT [19] Ours Ours-L
Network parameters (M) 15.30 23.60 75.05 16.19 9.70 9.46 13.60 7.45 16.96
Running time (/s) 0.88 2.70 0.52 1.90 0.72 0.10 0.41 0.08 0.28

shown in Table 5.
In addition, as shown in Table 5, the PSNR value of our

method using the local spatial information exploration by
pixel-wise filters (4) is at least 0.78dB higher than that of
the baseline without using (4), suggesting that estimating
pixel-wise filters further facilitates better estimations of the
features for latent clear frame restoration. Figure 7 further
demonstrates that using the discriminative temporal feature
fusion module is able to facilitate blur removal.

As the contents of various frames are different, we split
the features and estimate the individual weight to respec-
tively utilize useful information from each feature in the
DTFF module. We demonstrate the effectiveness of the s-
plitting operation and provide more visual comparisons in
the supplemental material due to the page limit.
Effectiveness of WaveletFP. The proposed WaveletFP is
mainly used to avoid the influence of the inaccurate struc-
tural details from non-local frames during the feature prop-
agation process. To demonstrate the effectiveness of this
module, we further compare with the method without using
WaveletFP and train this baseline using the same settings as
the proposed method for fair comparisons. Table 6 shows
that using the WaveletFP generates better results with high-
er PSNR and SSIM values, where the PSNR value is 4.76dB
higher than the baseline.

In addition, we evaluate the effect of the wavelet trans-
form in the feature propagation. As the low-frequency part
can be easily obtained by some sampling methods, e.g., Bi-
linear interpolation, one may wonder whether using a sim-
ple downsampling method generates better results or not.
We answer this question by comparing with the method
that replaces the wavelet transform and the inverse wavelet
transform with the Bilinear downsampling and upsampling
operations. Table 6 shows that our method using the wavelet
transform in the feature propagation generates better results
than the baseline with the Bilinear interpolation, where the
PSNR value is 0.46dB higher. Figure 8 also demonstrates
that using the WaveletFP generates much clearer frames.

We include further analysis on the WaveletFP in the sup-
plemental material due to the page limit.
Temporal consistency property. We further evaluate the
temporal consistency property of the restored videos. Sim-
ilar to [4], we show the temporal information of each re-
stored video in Figure 9, where our method generates the
videos with a better temporal consistency property.
Model complexity. In addition to the FLOPs in Figure 1,
we further examine the model complexity of the proposed

EDVR ESTRNN CDVDTSP Ours GT
t

Figure 9. Visual comparisons of the temporal consistency for re-
stored videos. We visualize the pixels of the selected columns (the
dotted line) according to [4].

method and state-of-the-art ones in terms of the model pa-
rameters and running time. Table 7 shows that the proposed
method has fewer model parameters and is relatively faster
than the evaluated methods.
Limitations. Although the proposed method achieves fa-
vorable performance on several video deblurring datasets, it
cannot effectively handle the scenes with abrupt changes as
it is difficult to find useful temporal information from both
adjacent and long-range frames (see the supplemental ma-
terial for examples). Future work will consider joint video
deblurring and object detection to solve this problem.

6. Conclusion
We have presented an effective lightweight deep discrim-

inative feature propagation network for video deblurring.
We develop a channel-wise gated dynamic network to bet-
ter explore spatial information and propose a discriminative
temporal feature fusion module to explore mutually useful
contents from frames while reducing the influences of inac-
curately estimated features from adjacent frames. To avoid
the influence of the inaccurate structural details from non-
local frames, we develop a wavelet-based feature propaga-
tion method. We formulate each component into an end-
to-end trainable deep CNN model and show that our model
does not require additional alignment methods and is more
compact and efficient for video deblurring. We have ana-
lyzed the effect of our method. Both quantitative and qual-
itative experimental results show that the proposed method
performs favorably against state-of-the-art methods in terms
of accuracy and model complexity.
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