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Abstract

Image restorations for single degradations have been
widely studied, demonstrating excellent performance for
each degradation, but can not reflect unpredictable realistic
environments with unknown multiple degradations, which
may change over time. To mitigate this issue, image restora-
tions for known and unknown multiple degradations have
recently been investigated, showing promising results, but
require large networks or have sub-optimal architectures
for potential interference among different degradations.
Here, inspired by the filter attribution integrated gradients
(FAIG), we propose an adaptive discriminative filter-based
model for specific degradations (ADMS) to restore images
with unknown degradations. Our method allows the net-
work to contain degradation-dedicated filters only for about
3% of all network parameters per each degradation and to
apply them adaptively via degradation classification (DC)
to explicitly disentangle the network for multiple degrada-
tions. Our proposed method has demonstrated its effec-
tiveness in comparison studies and achieved state-of-the-
art performance in all-in-one image restoration benchmark
datasets of both Rain-Noise-Blur and Rain-Snow-Haze.

1. Introduction
Image restoration is a fundamental computer vision task

that has been widely investigated especially for single
degradation such as noise, blur, snow or rain in images.
Recently, deep learning-based approaches have demon-
strated remarkable performance with fast computations, but
a majority of them have been focusing on known single
degradation such as denoising [2, 4, 20, 25, 65, 67, 68], de-
raining [5, 16, 30, 51, 52, 59, 60], deblurring [19, 23, 24,
36, 38, 43, 46, 55], desnowing [11, 31, 33, 53] and dehaz-
ing [9, 18, 27, 32, 40, 45, 56, 63, 66]. These prior works can

†Corresponding author.

enhance the visual quality of deteriorated images as well
as may improve the performance of down-stream tasks in-
cluding classification [17, 22], object detection [41, 42] and
autonomous driving [3, 34]. However, they are limited only
to known single degradation cases, thus can not reflect un-
predictable realistic environments with unknown multiple
degradations, which may change over time.

Image restoration for real-world environments is a chal-
lenging problem since it must deal with unknown multiple
degradations. Since most prior works for single degrada-
tion may not be optimal for multiple degradations, image
restorations for known and unknown multiple degradations
have recently been investigated, showing promising results,
but require large networks and/or heavy computations. One
approach to handle known multiple degradations is to de-
velop a single network architecture and train it with dif-
ferent degradation datasets to generate independent models
(IMs) for various degradations as illustrated in Figure 1(a).
This approach has achieved state-of-the-art performance for
known multiple degradations [7,8,13,35,39,50,54,61,62].
However, it requires a trained independent network for each
degradation task and a proper IM should be selected to han-
dle incoming images with known multiple degradations.
Thus, this approach can be applied only to the case of
known multiple degradations and it still can not reflect real-
istic environments with unknown degradations.

Recently, all-in-one image restoration for unknown mul-
tiple degradations has been proposed [12,26,29] with differ-
ent approaches. The first way to handle unknown multiple
degradations is to use a shared decoder with multiple inde-
pendent encoders for multiple degradations (will denote it
as Model with independent Encoders or ME) [29] to take
the advantage of using small network parameters as com-
pared to IM as illustrated in Figure 1(b). However, this
architecture requires more independent encoders to handle
more degradations inefficiently while there may be interfer-
ence among diverse degradations in the shared decoder. The
second way is to use a unified model (UM) with a pair of
shared encoder and decoder for multiple degradations [12]
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Figure 1. Illustrations of 5 image restoration methods for multiple degradations. (a) Independent models (IM) where the models IM.1, IM.2
and IM.k are independent, (b) Model with independent Encoders (ME) whose encoders IM.1, IM.2 and IM.k are independent, (c) Adaptive
Model (AM), (d) Unified Model (UM) and (e) our proposed Adaptive Discriminant filter-based Model for Specific degradation (ADMS)
where the sparse models ADS.1, ADS.2 and ADS.k are independent. (f) Number of parameters (Million) vs. PSNR (dB). Our proposed
method (Ours) outperformed state-of-the-art all-in-one image restoration methods on both Rain-Noise-Blur and Rain-Snow-Hazy datasets.

as illustrated in Figure 1(d). Training was done with knowl-
edge distillation for multiple degradations. However, this
UM may not be ideal considering different restoration char-
acteristics in processing multiple degradation tasks. For ex-
ample, noise removal is mainly low-pass filtering, but de-
blurring is close to high-pass filtering. The third way to
restore unknown multiple degradations is to use the same
UM, but with an adaptive model (AM) using a contrastive
degradation module (Contrastive Encoder or CE) [26] as
illustrated in Figure 1(c). This CE was trained implicitly
to represent multiple degradations so that UM can perform
the restoration process given the corresponding degradation
information. However, this architecture is still using the
same unified model, which may not be the best for multi-
ple restoration tasks in a single model.

In this work, we propose an all-in-one image restora-
tion method for unknown multiple degradations by taking
the advantages of both high-performing IMs and memory-
efficient UMs. We designed our network to use a small
number of independent parameters (usually 1-5%) for each
degradation task additionally so that network parameters are
partially, but explicitly disentangled for different tasks with-
out increasing memory usage much as illustrated in Fig-
ure 1(e). Additional sparse parameters can be located and
used adaptively by leveraging the Filter Attribution method
based on Integral Gradient (FAIG) [57], which was origi-
nally used to find the most discriminative filters for degra-
dation removal in super-resolution networks. A degrada-
tion classifier (DC) for multiple degradations is designed

to adaptively select the degradation type for incoming im-
ages so that appropriate Adaptive Discriminant filters for
Specific degradations (ADS) can be used for inference.
We call the proposed method Adaptive Discriminant filter-
based Models for Specific degradation (ADMS) using ADS
and DC modules depicted in Figure 1(e).

We summarize four contributions of this work: (1) We
propose an ADMS with “explicitly” separated, sparsely
added discriminative network parameters (3%) for different
degradations to ensure partial independence between differ-
ent tasks. (2) By extending the FAIG [57] to diverse degra-
dation cases, we leverage it to locate discriminative network
parameters (3%) for specific degradation.(3) We propose
the DC that leverages our ADS for handling unknown mul-
tiple degradations. (4) Our proposed ADMS achieved state-
of-the-art performance for diverse combinations of multi-
ple degradations such as Rain-Noise-Blur and Rain-Snow-
Haze, as shown in the Figure 1(f).

2. Related work

2.1. Physical models for single degradation

To understand different types of multiple degradations,
we review the physical models for single degradation such
as noise, cloudiness, snow and rain. The noise image is
typically represented by the following physical model:

xnoise = xgt + ϵ, ϵ ∼ N (0, σ2
ϵ I) (1)
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where xnoise, xgt, ϵ and σ2
ϵ denote a noisy image, a clean

image, a noise vector and variance, respectively. Typically,
a denoising function exhibits the characteristics of low-pass
filters to reduce high frequency information of noise.

The blurring processing is generally represented with the
following physical corruption model:

xblur = xgt ∗B (2)

where xblur, B and ∗ denote a blur image, a blur kernel and
a convolution, respectively. A typical deblurring function
has the characteristics of a high-pass filter to recover high
frequency details. Thus, the restoration process for noise
and blur seems to have quite different characteristics.

Raining, snowing and hazing is represented with the fol-
lowing physical corruption model [1, 10, 11, 37, 49, 58]:

xrain,snow,haze = T ⊙ (xgt + S) + (1− T )⊙A (3)

where xrain,snow,haze denotes a rain, snow or haze degraded
image. ⊙, 1, A, T , S are element-wise multiplication, ma-
trix of ones, atmospheric light, medium transmission map,
rain or snow streak. Note that the physical corruption mod-
els of raining, snowing and hazing degradations have simi-
lar structures and characteristics.

2.2. Restoration for known multiple degradations

Although IM achieves state-of-the-art performance for
single degradation, it requires multiple networks to cover
all necessary degradations. Recently, MPRNet was pro-
posed based on multi-stage architecture to progressively
learn the image restoration functions for known multiple
degradations [62]. Deep Generalized Unfolding Network
(DGUNet) was proposed based on Proximal Gradient De-
scent (PGD) algorithm for a gradient estimation strategy
without loss of interpretability [35]. A vision transformer-
based Image Processing Transformer (IPT) was proposed
in [6] and Restormer, an efficient transformer model that
can be applied to large images while capturing long-range
pixel interactions using a multi-head attention and feed-
forward network, was also proposed in [61]. A Swin-
transformer-based Uformer block was proposed that en-
hances local attention instead of global self-attention [54].
A multi-axis gated MLP-based MAXIM method was pro-
posed that allows efficient and scalable spatial mixing of
local and global information [50]. SPAIR, a network design
that dynamically adjusts calculations for difficult areas of
an image, was proposed in [39] and an efficient and sim-
ple model without nonlinear functions was proposed in [7].
Class-SR [21] proposed an SR inference using different net-
works for each patch, similar to the IM technique.

2.3. All-in-one image restoration

Li et al. [29] proposed a neural architecture search for
all-in-one image restoration focusing on Rain-Haze-Snow

dataset using task-specific encoders Chen et al. [12] pro-
posed a two-stage knowledge learning mechanism based
on multi-teacher and single-student approach for multiple
degradations, also focusing on Rain-Haze-Snow dataset.
However, this work was effective only for similar degra-
dations like Rain-Haze-Snow (see (3)) and not for differ-
ent degradations such as Rain-Noise-Blur (see (1), (2) and
(3)), as illustrated in Figure 1(f). Li et al. [26] proposed a
Contrastive based degraded Encoder (CE) and degradation-
guided restoration network that adaptively improves perfor-
mance in various degradations, including Rain-Noise-Blur.
However, it did not not perform well in different degrada-
tions like Rain-Haze-Snow, as shown in Figure1(f).

Our proposed ADMS approach for all-in-one image
restoration is unique as it ensures partial independence
among tasks using sparsely added discriminative network
parameters for specific degradations and adaptive efficiency
by selecting task-specific partial parameters with a degrada-
tion classifier.

3. Discriminative Filters for Degradations
3.1. Problem formulation

UM restores unknown degraded images via noise, blur,
rain, snow and/or haze to clean images by minimizing the
following loss function :

L(θum) =

k∑
d=1

Nd∑
n=1

∥∥∥G(xn,d; θum)− xgt
n,d

∥∥∥ (4)

where d denotes an index for specific degradation types
such as noise, rain, and blur, Nd is the number of training
samples for a specific task d, G and θum denote the network
structure and its network parameters of UM, ∥ · ∥ represents
the l1 norm and xn,d is a degraded image for the degrada-
tion d with its corresponding ground truth xgt

n,d.
IMs are multiple networks with the same structure and

independent network parameters for each degradation. For
k different degradations, IMs require k times larger models
than UM, where the network parameters for each degrada-
tion are defined as {θd}kd=1. A proper IM must be selected
for an incoming degraded image by predicting the type of
degradation. While IMs achieve high performance with the
specialized model for each task, they require much larger
number of network parameters.

3.2. Filter attribution integrated gradients

Xie et al. [57] proposed FAIG that can identify dis-
criminative filters of specific degradation in blind super-
resolution (SR) by computing integrated gradient (IG) [47,
48] between the baseline and target models. The base-
line model represents the “absence” of the desired function
(e.g., performing SR) defined as θab and the target model
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Figure 2. Visualization of convolution filters in UM for Rain-
Noise-Blur and IM for Rain where IM was fine-tuned from UM
along with the difference and correlation maps between them.

is defined as θta for all desired tasks. Let us denote λ(α),
α ∈ [0, 1] as a continuous path between the baseline and
the target models such that λ(1) = θab and λ(0) = θta. For
a fixed input image x, this continuous path can simply be
λ(α) = αθab + (1− α)θta. Then, the FAIG on the contin-
uous path between two models is discretized as [57]:

Fi(θta, θab, x) ≈

∣∣∣∣∣ 1N [θta − θab]i

N−1∑
t=0

[
∂L(λ(αt), x)

∂λ(αt)

]
i

∣∣∣∣∣
(5)

where αt = t/N with the number of points on the path for
integral approximation N and the index of the network ker-
nel i. The FAIG was evaluated for denoising, deblurring and
SR [57]. We leverage the FAIG to investigate the properties
of UM and IM for diverse multiple degradations.

3.3. Toy experiment for analyzing UM vs. IM

Inspired by [57], we performed a toy experiment consist-
ing of a simple CNN structure of SRCNN [14] which was
trained on Rain-Noise-Blur as a UM so that the network
parameter θum was obtained and fine-tuned the pre-trained
UM with θum on Rain only to obtain an IM with network
parameter θrain. Then, we visualized the first layer filters of
those two networks (θum, θrain) with normalization in the
top of Figure 2 and presented difference/correlation maps
between θum and θrain in the bottom of Figure 2.

We observed that a small number of kernels in θrain
were updated from θum as marked with the red boxes in the

top of Figure 2, but the rest of the filters maintained similar
visual patterns. This observation is consistent with the re-
sults of [57] for different degradations. This toy experiment
suggests that the findings in [57] can also be used for other
degradations - there are the most discriminative filters for
specific degradation removal. UM has no guarantee to pre-
serve these discriminative filters when trained for multiple
degradations. However, our proposed method will ensure
the preservation of these discriminative filters for specific
degradations by explicitly disentangling them.

4. Proposed All-in-one Image Restoration

Figure 3 shows ADMS which contains unknown multi-
ple degradations with Degradation Classifier (DC) and Con-
volutional Neural Network (CNN) with Adaptive Discrimi-
native filters for Specific degradation (ADS). The locations
of ADS are selected by our FAIG for Specific Degradation.

4.1. FAIG for specific degradations

We leveraged the FAIG [57] in (5) to locate discrimina-
tive filters for specific degradation. The original FAIG can
be computed by putting unified model for all desired task
as the target and a model with the “absence” of the desired
functions as baseline.Here we propose the FAIG with Spe-
cific Degradation (FAIG-SD) with IM for one degradation
as the target and UM for all degradations as the baseline.

Specifically, the baseline model is the unified model
θum trained for all degradations and the target model θd
for the specific degradation d is constructed by fine-tuning
the baseline model. For k degradations, there are k tar-
get models so that computing FAIG with (5) can yield
Fi(θd, θum, x) for multiple degradations d = 1, . . . , k and
all kernels i. Then, all FAIG scores are sorted in descending
order and the kernels with the top q% scores are selected for
each d where q = 1 ∼ 5 is fixed. Selected kernel indices
are used to generate masks (Md) with 1 for selected kernels
and 0 otherwise as illustrated in Figure 3(b).

4.2. Degradation classifier

The Degradation Classifier (DC) aims to classify the
degradation type d from the input xd. We propose a degra-
dation classification network P to adaptively change the
network parameters in the CNN with ADS. The degradation
type of each input xd is distinguished through Ĉ = P (xd),
which is an estimated degradation type or Ĉ = {ĉd}kd=1.
To enhance the estimation process efficiency, we design a
lightweight network P that consists of 5 CNN layers, a
global average layer and a fully connected layer. A cross
entropy loss was used to optimize the network P . The pres-
ence of DC in ADMS leads to an improvement of 0.17dB
on average in Rain-Blur-Noise.
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Figure 3. Our proposed method with (a) overall structure and (b) CNN with adaptive discriminative filters for specific degradation.

4.3. CNN with adaptive discriminative filters

We propose a CNN (UM) with ADS (Adaptive Discrim-
inative filters for Specific degradation), implemented by the
masks Md that are constructed using our FAIG-SD and the
predicted degradation probability Ĉ as illustrated in Fig-
ure 3(b). Specifically, Md is a mask for filters in the net-
work such that 1 is assigned only to the filter indices whose
FAIG-SD values are the top q% scores for a degradation
type d. Ĉ is the predicted degradation type where the sum
of all ĉd is 1 and each ĉd is in between 0 and 1. Then,
the adaptive network kernel θas of our proposed CNN with
ADS is defined as follows:

θiads = θium +

k∑
d=1

ĉd θid ⊙M i
d (6)

where ⊙ is point-wise multiplication, i is kernel index and
θid is an additional kernel for specific degradation d. If M i

d

has 0, the kernel θid does not exist and only θium is used. If
it has 1, it operates as an CNN with ADS.

We set the portion of 1 in the mask to 3% in general, but
other portions such as 1% or 5% were also investigated. For
example, the mask active portion is 3% for 3 degradation
types, our proposed method uses additional 9% of the entire
network parameters as compared to the UM.

For training, we first train a UM (θum) for all degrada-
tion tasks. Then, we extract discriminative filter indices to
form the masks Md using our FAIG-SD for each degrada-
tion. Lastly, retraining is performed using our CNN with
ADS. During retraining, only additional parameters θd are
updated while the pre-trained UM is fixed. Our method pro-
poses an efficient method in various degradation tasks by
replacing only the important kernels for each task with the
adaptive CNN kernels in the UM.

5. Experiments

We evaluated the proposed ADMS with Rain-Blur-Noise
and Rain-Snow-Hazy datasets. For Rain-Noise-Blur, de-
noising has a low-pass filter tendency, while deblurring has
a high-pass filter tendency. Thus, this dataset seems to con-
tain different degradations corresponding to the models in
(1), (2) and (3) and contradictory operations may be embed-
ded in the same network. For Rain-Snow-Hazy, multiple
degradations seem to share similar corruption model as in
(3), thus similar operations may have synergetic effects for
similar degradations [12]. We adopt an architecture similar
to MSBDN [15], just like Chen [12] and NAFNet [7]. We
used the official codes of Airnet [26] and Chen [12]. Details
of the experimental environment are in the supplement.

Rain-Noise-Blur dataset: We evaluated our proposed
method with the DID-dataset [64]. We trained on a DID
train dataset of 5,000 images and tested on a DID test
dataset of 1,200 images. In the case of rain, we used dif-
ferent levels of rain, as originally included in the DID train-
ing data and testing. In the case of noise, we produced a
representative Gaussian noise image [25, 67, 68], and stan-
dard deviation was in between 20 and 50. In the case of
blur, a blur image was generated using a centered blur ker-
nel [43, 44], and the kernel size was in between 5 and 29.

Rain-Hazy-Snow dataset: We evaluated our pro-
posed method with the Rain (“Rain 1400” [16]), Snow (
“CSD” [11]) and Haze (“RESIDE” [28]) datasets similar to
Chen et al. [12]. Rain 1400 contains 12600 composite im-
ages. CSD contains 10K mixed degradation of hazy and
snow images. RESIDE consists of ITS , OTS and SOTS
dataset. We trained on sample 5000 images from each
dataset and used the Rain 1400 test data, CSD test data, and
RESIDE SOTS dataset for testing.
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Table 1. Performance comparisons among different filter location selections for M in our CNN with ADS: Random selection method
(Ran), Encoder selection method (En), |θ − θ̂| selection method (|θ|) and our FAIG-SD method (Ours) on Rain-Noise-Blur test dataset.

Added Added 5% filters Added 3% filters Added 1% filters Base
Task Ran En |θ| Ours Ran En |θ| Ours Ran En |θ| Ours UM
Rain 32.23 32.45 32.60 32.80 32.19 32.44 32.52 32.74 32.15 32.35 32.37 32.56 32.12
Noise 31.04 31.25 31.32 31.46 31.01 31.24 31.26 31.42 30.98 31.17 31.14 31.30 30.97
Blur 26.81 26.85 27.22 27.70 26.74 26.85 27.06 27.57 26.65 26.77 26.85 27.28 26.61
Avg. 30.03 30.18 30.38 30.65 29.98 30.17 30.28 30.58 29.93 30.10 30.12 30.38 29.90
Par. 33.0 M = 28.7M ×1.15 31.3 M = 28.7 M ×1.09 29.6 M = 28.7 M ×1.03 28.7

5.1. Comparison studies for different mask selection

We compared different mask (M ) selection methods for
our proposed CNN with ADS architecture in the Rain-
Noise-Blur dataset to demonstrate the effectiveness of our
FAIG-SD strategy.The selection ratios of the masks M were
set up as 1%, 3% and 5%. The baseline network was the
UM with MSBDN. Adaptive network kernels are added
proportionately with the ratio of M . We investigated the
following selection methods for the masks M : Random se-
lection method (Ran), Encoder selection method only (En)
following Li [29], |θ− θ̂| selection method (θ), and the pro-
posed FAIG-SD method (described in Section 4.1 (Ours)).

The results are summarized in Table 1. Our method
yielded substantially higher performance than other meth-
ods, demonstrating the effectiveness of selecting discrimi-
native filters for each task. The discriminative filters seem
to be specialized filters for each task.

5.2. Comparisons among all-in-one methods

Evaluations on Rain-Noise-Blur: We evaluated our
ADMS for MSBDN (MSB) and NAFNet (NAF) networks
on Rain-Noise-Blur dataset. Table 2 summarizes the perfor-
mance in PSNR (dB) and the number of parameters. The IM
method requires three times as many network parameters as

Table 2. Quantitative performance comparison (Airnet [26] and
Chen [12] ) on the Rain-Blur-Noise test dataset in PSNR (dB),
parameter size (Par in Million). Net is network architecture.
MSBDN-Large (M-L) has increased network parameters by 5.9M.
The inference speed of MSBDN (MSB) and NAFNet (NAF) were
0.3 seconds while AirNet took 0.9 seconds.

Net M Rain Blur Noise Avg. Par.
NAF IM 33.03 30.30 31.59 31.64 51.3
MSB IM 33.02 28.79 31.52 31.11 83.1
NAF UM 32.99 29.46 31.39 31.28 17.1
MSB UM 32.12 26.61 30.97 29.90 28.7
M-L UM 32.25 26.81 31.00 30.02 34.6
MSB-Chen 32.14 25.91 30.85 29.63 28.7

Airnet 32.49 26.84 31.41 30.25 7.6
NAF Ours 33.15 29.99 31.53 31.56 18.9
MSB Ours 32.74 27.56 31.42 30.58 31.6

the UM method with explicitly separated structure for mul-
tiple degradations, so it can be viewed as an upper-bound for
performance. Our ADMS yielded significantly improved
performance by 0.28 dB and 0.68 dB using slightly in-
creased network parameters by 1.8 M (about 10.5%) and
2.9 M (about 10%) in NAF and MSB, respectively. Our
proposed method with NAF achieved the performance very
close to the upper bound by the IM with NAF (31.56 dB
vs. 31.64 dB) and our proposed method with MSB yielded
significantly higher performance then M-L (30.58 dB vs.
30.02 dB) with less number of parameters (31.6 M vs. 34.6
M). Note that MSBDN-Large (M-L) increases the network
block in the MSBDN. These results demonstrated that our
proposed method efficiently and effectively improved the
performance in image restoration for multiple degradations.

We also compare our ADMS with the existing methods
such as Chen [12] and Airnet [26]. In Table 2, Chen [12]
was originally developed for Rain-Snow-Haze, but in this
work, we evaluated it on Rain-Blur-Noise dataset, which
has a different combination of degradations. In this case,
Chen [12] yielded similar or lower results than a simple
UM. It seems that knowledge distillation is less effective
for multiple teachers with different characteristics. How-
ever, thanks to the ADMS, our proposed method yields the
highest PSNR among all-in-one methods [12, 26] by addi-
tionally using small network parameters compared to exist-
ing methods based on NAFNet and MSDBN networks.

Evaluations on Rain-Snow-Hazy: We evaluated our
proposed ADMS on the Rain-Snow-Hazy benchmark
dataset in Table 3. Chen [12] method yielded improved re-
sults compared to UM on this dataset with similar degra-
dation. However, Airnet [26] that was developed for Rain-
Blur-Noise yielded lower results in a combination of simi-
lar degradations. We analyzed this shortly. This table also
showed that our proposed ADMS outperformed all prior
arts for all-in-one image restoration methods. Furthermore,
the modified version of Chen [12] with our proposed ADMS
(Chen, Ours) yielded improved the performance by 0.64 dB
compared to the original one. Figure 6 illustrates the results
on Rain-Blur-Noise and Rain-Snow-Haze datasets visually.
Our ADMS seems to yield better image restoration results
than prior arts such as Chen [12] and AirNet [26].
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Table 3. Quantitative performance comparison (Airnet [26] and
Chen [12] ) on the Rain-Snow-Hazy test dataset in PSNR (dB), pa-
rameter size (Param in Million). The inference speed of MSBDN
(MSB) and NAFNet (NAF) is 0.3 seconds and AirNet is 0.9 sec-
onds. “Chen, Ours” is a method to combine ours with Chen [12].

Net M Rain Snow Hazy Avg. Par.
MSB IM 34.81 31.42 31.67 32.63 86.1
MSB UM 30.77 30.56 30.45 30.59 28.7

MSB-Chen 31.52 32.28 30.54 31.45 28.7
Airnet 30.08 26.91 26.11 27.70 7.6

MSB Ours 32.07 32.41 30.38 31.62 31.6

MSB
Chen,
Ours 31.89 33.83 30.56 32.09 31.6

It is worth noting that our proposed ADMS outperformed
other existing methods [12, 26] on both Rain-Blur-Noise
and Rain-Snow-Haze datasets, which have different com-
binations of degradations. In contrast, the compared prior
arts [12, 26] failed to achieve good performance on differ-
ent dataset and seems to overfit to the respective dataset.

5.3. Empirical analysis on degradation classifier

Figure 4 illustrates the degradation representations of the
CE in AirNet [26] and our proposed DC. Degradation rep-
resentations for both Rain-Blur-Noise and Rain-Snow-Haze
were generated and were visualized using t-SNE. We ob-
served that AirNet [26] was unable to generate discrimi-
nant clusters in Rain-Snow-Haze that have similar degra-
dation models. However, our DC generated discriminant

Figure 4. Visualization of representations for degradation types
such as the similar combinations of degradation, Rain-Blur-Noise
and different combination of degradation, Rain-Snow-Haze.

Figure 5. Qualitative results evaluated on the real rain (top) and
real blur (bottom) for Ours (well on both), Chen [12] (well on
one) and AirNet [26] (well on the other) trained on synthetic data.

clusters based on degradation types. Low discriminative
power of the CE in AirNet seems to be responsible for low
performance in Rain-Snow-Haze, while our proposed DC
with high discriminative power contributed to robust perfor-
mance in both Rain-Blur-Noise with different degradation
models and Rain-Snow-Haze with similar models.

6. Discussion

Furthermore, we evaluated our method trained with syn-
thetic data for real rain [58] and real blur [24] and the results
in the Figure 5, yielding excellent performance in both cases
over prior arts such as Chen [12] and AirNet [26]. Even
though our current work achieved excellent performance on
real rain and blur datasets qualitatively, there might be a
domain gap between synthetic and real degraded images,
which can be exciting and important future challenges.

7. Conclusion

We proposed ADMS, all-in-one image restoration
method for unknown multiple degradations with ADS
using our FAIG-SD and DC. Our proposed method with ex-
plicit parameter disentanglement for multiple degradations
outperform state-of-the-art all-in-one image restoration
methods on both Rain-Snow-Haze and Rain-Noise-Blur.
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Figure 6. Qualitative results evaluated on the Rain-Blur-Noise and Rain-Snow-Haze test datasets for our proposed method, generic unified
model(UM), Chen [12] and AirNet [26]. Our proposed method yielded visually excellent results for the multiple degradations.
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