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Abstract

Human-Object Interaction (HOI) detection, which lo-
calizes and infers relationships between human and ob-
jects, plays an important role in scene understanding. Al-
though two-stage HOI detectors have advantages of high
efficiency in training and inference, they suffer from lower
performance than one-stage methods due to the old back-
bone networks and the lack of considerations for the
HOI perception process of humans in the interaction clas-
sifiers. In this paper, we propose Vision Transformer
based Pose-Conditioned Self-Loop Graph (ViPLO) to re-
solve these problems. First, we propose a novel feature ex-
traction method suitable for the Vision Transformer back-
bone, called masking with overlapped area (MOA) module.
The MOA module utilizes the overlapped area between each
patch and the given region in the attention function, which
addresses the quantization problem when using the Vision
Transformer backbone. In addition, we design a graph with
a pose-conditioned self-loop structure, which updates the
human node encoding with local features of human joints.
This allows the classifier to focus on specific human joints
to effectively identify the type of interaction, which is mo-
tivated by the human perception process for HOI. As a re-
sult, ViPLO achieves the state-of-the-art results on two pub-
lic benchmarks, especially obtaining a +2.07 mAP perfor-
mance gain on the HICO-DET dataset.

1. Introduction

Human-Object Interaction (HOI) detection aims to lo-
calize human and objects in the image, and classify interac-
tions between them. A detected HOI instance is represented
in the form of (human, object, interaction) triplet. HOI
detection is steadily attracting attention in the computer vi-
sion field, due to the high potential for use in the down-
stream tasks such as action recognition [46], scene under-
standing [44], and image captioning [47].

Existing HOI detectors can be divided into two cate-
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gories: two-stage methods and one-stage methods. The for-
mer usually consists of three steps: 1) human and object
detection with an off-the-shelf detector; 2) feature extrac-
tion for human and objects with ROI-Pooling; and 3) pre-
diction of the interaction between human and objects with
the extracted features [3, 8, 12, 15, 16,40]. One-stage HOI
detection framework is first proposed in PPDM [26], which
directly predicts HOI triplets based on interaction points
[26,42] and union boxes [21]. Recent studies based on one-
stage structure use the two-branch transformer, which pre-
dict HOI triplets with two sub-task decoders and matching
processes [27,53]. Nevertheless, these methods suffer from
low training speed and large memory usage [50,55].

In contrast, two-stage HOI detectors show high training
speed using pre-trained object detectors. They are also ad-
vantageous when the object bounding box is known in ad-
vance from the image. For example, when analyzing HOI
events of fixed target objects, we can efficiently detect inter-
action using the fixed object regions without an extra object
detection process. Moreover, interaction inference can be
performed only for the desired human-object pair, which
is also a big advantage compared to the one-stage methods
in the application situation. Despite these advantages, two-
stage methods have recently been less studied due to their
low performance. In this paper, we focus on improving the
performance of the two-stage approach, which can also en-
joy the benefit of reduced computational and memory com-
plexity. In particular, we improve the two important parts:
feature extraction and interaction prediction.

Regarding the feature extraction part, we note that most
of the two-stage methods rely on ResNet [14] as back-
bone networks [15, 16,49]. Recently, the Vision Trans-
former (ViT) has emerged as a powerful alternative yield-
ing state-of-the-art performance in various computer vision
fields [34,36,38], and it also has a potential as an improved
feature extractor for two-stage HOI detection. However, it
is not straightforward to apply a conventional feature extrac-
tion method (e.g., ROIAlign [13]) directly to a ViT back-
bone due to the different shapes of the output feature maps
of ResNet and ViT. Therefore, we propose a novel Masking
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Figure 1. The process of HOI recognition by humans. Humans first localize each person and object (Step 1), identify interactiveness using
the spatial relationship and human pose (Step 2), and finally focus on specific human joints to recognize the type of interaction (Step 3).

with Overlapped Area (MOA) module for feature extraction
using a ViT backbone. The MOA module resolves the spa-
tial quantization problem using the overlapped area between
each patch and the given region in the attention function. In
addition, efficient computation in the MOA module keeps
the inference speed similar to that of the ResNet backbone.

To improve the interaction prediction part, we refer to
the human perception process of recognizing HOI. Previ-
ous studies [1,9, 10] show that the HOI perception of hu-
mans considers information such as object identity, rela-
tive positions, reach motions, manipulation motions, and
context. Following this, we assume that HOI recognition
by humans consists of three steps (Fig. 1): 1) Localize
each human and object; 2) Identify interactiveness using
the spatial relationship between human and object and hu-
man pose information; 3) Focus on specific human joints
to identify the type of interaction. Motivated by these, we
design a pose-conditioned graph neural network for interac-
tion prediction. For identifying the interactiveness part, pre-
vious studies exclude non-interactive pairs with auxiliary
networks [25, 30]. However, our model represents interac-
tiveness with edge encoding, which is obtained by using the
spatial human-object relationship and the human pose in-
formation. We can expect more meaningful message pass-
ing with interactiveness-aware edge encoding. For focusing
on specific joints part, early methods utilize local pose in-
formation with simple message passing or attention mecha-
nisms [40, 54]. In contrast, we introduce pose-aware atten-
tion mechanism using query (spatial features) / key (joint
features) structure, resulting in human node encodings con-
taining richer local information by a self-loop structure.

As a result, we propose Vision Transformer based Pose-
Conditioned Self-Loop Graph (ViPLO), a novel two-stage
HOI detector. We demonstrate the effectiveness of our
framework by achieving state-of-the-art results on two pub-
lic benchmarks: HICO-DET [3] and V-COCO [11]. In ad-
dition, we further evaluate and analyze our model design
through extensive ablation studies. The contributions of this
paper are as follows:

* We propose an effective two-stage HOI detector with
a ViT backbone by introducing a novel MOA module,
which is a suitable feature extraction module for ViT.

e We design the interaction classifier with a pose-
conditioned self-loop graph structure, motivated by the
human perception process.

e Our model outperforms the previous state-of-the-art
results on a widely-used HOI benchmark.

2. Related Work
2.1. One-stage Methods

The one-stage HOI detection framework directly pre-
dicts HOI triplets by associating human and objects
with predefined anchors, then predicting their interaction.
Early methods utilized interaction keypoints [26, 42] or
union regions [21] as the predefined anchors. Recently,
Transformer-based HOI detectors [22, 37] became the main
approach for HOI detection. In particular, HOI Transform-
ers formulated the HOI detection task as a set prediction
problem, which are trained with bipartite matching and
Hungarian loss. Moreover, unlike the structure of DETR
[2], methods using two decoders corresponding to each sub-
task have also been studied [5, 27,48, 53]. However, these
methods suffer from low training speed and large memory
usage. Besides, since the detection process cannot be sep-
arated from the whole framework, it is inefficient in case
of already knowing the detection results or wishing to infer
interaction only for specific human-object pairs.

2.2. Two-stage Methods

The two-stage HOI detection framework detects human
and object with an off-the-shelf detector [35] and then clas-
sifies the interaction label for each human-object pair. Af-
ter the appearance of HO-RCNN [4], which is a widely
used multi-stream framework, many recent studies use a
variety of additional information to get richer contextual
features for the interaction classifier, such as spatial fea-
tures [7, 39, 49], pose features [12, 25, 40], and linguistic
features [7,31]. Several studies [7,32,39,41,49] attempted
to encode global contextual information using a message
passing mechanism in a graph structure.

However, there is a lot of room for improvement on
the feature extraction step, where existing methods still use
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Figure 2. Overview of our ViPLO network. We first detect human and objects in a given image with Faster-RCNN [35], then estimate each
human pose with an off-the-shelf pose estimator. Then, we extract features for each human and object using a ViT backbone and our novel
MOA module. We also extract local features for each human with the estimated pose and ROIAlign [13]. Next, a graph neural network is
used to classify interactions, where the node encoding is initialized with the extracted features and the edge encoding is obtained by spatial
and human pose information. Through the message passing process, the human node encoding is also updated with the human local node
encoding, helping the model focus on the necessary local part of each human. After the message passing procedure, the combination of
human node, object node, and edge encoding becomes the representation of HOI triplet which is used to predict the interaction class.

ResNet backbones and ROIAlign. Since the extracted fea-
ture becomes the input of the interaction classifier, the per-
formance of the system would vary significantly depending
on the feature extraction method. DEFR [20] utilized ViT
as a backbone network, but considered the HOI recogni-
tion task, not HOI detection. DEFR also did not handle the
quantization problem, leading to misalignment between the
given region and the extracted feature. Moreover, existing
interaction classifiers do not consider the HOI perception
process by humans, which focuses on the specific human
joints to identify the type of interaction. In contrast, our
HOI detector uses a ViT backbone and a graph neural net-
work with pose-conditioned self-loop structure.

3. Method

In this section, we describe our ViPLO in two steps. In
Sec. 3.1, we introduce a novel feature extraction module for
the ViT backbone. Then in Sec. 3.2, we explain our graph
neural network with a human pose-conditioned structure for
HOI detection. An overview of our framework is shown in

Fig. 2.
3.1. Feature Extraction with ViT

We propose a new feature extraction method using the
ViT backbone, which enables the following network to rec-
ognize interaction effectively. We first detect human and
objects in a given image using Faster R-CNN [35] (off-
the-shelf detector). Then, instead of ResNet, which is a
commonly used backbone for feature extraction in conven-
tional two-stage approaches, we use ViT. In the case of the
ResNet backbone, visual features are extracted from the
feature map of the backbone networks via ROI-Pooling or
ROIAlign [13]. However, for the ViT backbone, a new fea-
ture extraction method is needed due to the different shapes
of the output feature map compared to the ResNet. There-
fore, we introduce a novel Masking with Overlapped Area
(MOA) module, which is detailed below.

Masking with Overlapped Area ViT prepends a learn-
able embedding (i.e., CLS token) to the sequence of patch
embeddings. After passing the transformer encoder, this
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Figure 3. Overview of the MOA module. The normalized area
(e.g., 0.4, 0.2, 0, ...) between each patch and the given region
is calculated. Then, we use these values as the first row of the
attention mask matrix (i.e., S in Eq. 1), whose logarithm is added
to the attention map created by the query and key.

CLS token serves as an image representation. Therefore
to extract a feature corresponding to a given region prop-
erly, we have to work with the CLS Token. Inspired by
DEFR [20], we mask out all patch embeddings outside the
given region for the CLS token. For example, to obtain fea-
tures of an object, the CLS token can only attend to the
patch embedding inside the object bounding box.

However, this approach suffers from the quantization
problem as in ROI-Pooling [ 3]. Existing ViTs usually use
14 x 14, 16 x 16, and 32 x 32 input patch size. Since the
coordinates of the bounding box are given in units of pixels,
the edges of the bounding box often do not align with patch
boundaries. To solve this problem, we can simply mask out
or attend all patch embeddings that the bounding box edge
passes through for the CLS token (i.e., quantization). How-
ever, this quantization leads to misalignment between the
given region and the extracted feature.

Our MOA module address this quantization problem by
utilizing the overlapped area between each patch and the
given region to the attention mask in the attention function.
We develop our MOA module into a quantization-free layer
as shown in Fig. 3. First, we calculate the overlapped area
of each patch and the given region, and normalize it with the
area of the patch. Then, these normalized overlapped area
become the first row of the attention mask matrix, which is
added to the attention map created by the query and key of

the self-attention layer after logarithm.

. QKT
Attention(Q, K, V) = softmax( . +log(9))V,
k
ey

where @), K, and V are the query, key, and value, respec-
tively, and d, is their dimension. S denotes the normalized
overlapped area of the patch and the given region.

Efficient computation for MOA The MOA module leads
to a large performance increment in HOI detection, as
shown in the ablation studies in Sec. 4.3. To use the MOA
module, however, overlapped area S has to be computed
for each bounding box, which may be a computational bur-
den. We design the entire process of computing S to be
run through GPU operations, and apply techniques for re-
ducing computations. See Appendix for more details about
computational complexity and implementation of the MOA
module.

3.2. Pose-conditioned Graph Neural Network

After extracting features with our MOA module, we use
a graph neural network to detect interactions between hu-
man and objects. Inspired by the process of HOI detec-
tion by humans, we improve the spatially conditioned graph
(SCG) [49] by using human pose information. We first re-
view the baseline SCG, and then describe our improved net-
work design.

SCG Baseline SCG is a bipartite graph neural network
with human and object nodes. The features extracted us-
ing ResNet and ROIAlign are used to initialize the node
encodings. The edge encodings are initialized with features
based on the spatial information of two bounding boxes, i.e.,
human and object. Then, bidirectional message passing is
performed between nodes conditioned on their edge encod-
ings. After message passing, the updated node encodings
and edge encodings are used to classify interaction between
the human and object.

Pose-aware Edge encoding As mentioned in the intro-
duction, the second step of the HOI perception process is
identifying interactiveness using the spatial information be-
tween human and objects and human pose information. In
the graph structure, the relationship between a human node
and object node is expressed by the edge encoding between
the two nodes. Thus, we initialize the edge encoding based
on human pose information as well as spatial information.
In particular, we compute pairwise spatial features (i.e.,
query) as in SCG. Then, we compute the pairwise joint fea-
tures (i.e., key) by applying MLP to the handcrafted joint
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features including the coordinates of each joint and the di-
rectional vector from the joint to the object box center. Fol-
lowing the attention mechanism, we compute the attention
score for each human joint by the dot product of the query
and key as follows:

o = softmax(Ql-ng - 8;), )

where o5, Q;5, and K;; are the joint attention weight, pair-
wise spatial feature, and pairwise joint feature for the ith
human and jth object, respectively, and s; is the pose esti-
mation confidence score for the 7th human. The obtained at-
tention score is used in the following message passing step.
The edge encoding is initialized with a pairwise spatial fea-
ture, but becoming pose-aware due to the attention mechan-
sim.

Message Passing with Pose As described in [40], there
are cases where detailed local features are required for rec-
ognizing interaction (e.g., catch and grab). This is related
to the third step of the HOI perception process by humans,
focusing on specific human joints to identify the interac-
tion. The pose-aware edge encoding alone cannot adjust
the model to utilize local information. In our method, we
incorporate the local information in the human node encod-
ing, i.e., we update the human node encoding using the local
features of each human joint by new message functions.

First, we extract the local features by applying ROIAlign
to the ViT output for the local region box for each human
joint, which is inspired by [40]. Then, we compute the
weighted sum of each local feature of a human joint to get
the human local feature:

Xij,local = § Qijk © Xik,locals 3)
k

where o1, is the kth value of joint attention weight a;,
Xik,local 1S the local feature for the kth joint of the 7th hu-
man, and x! J.locar 18 the ith human local feature for the jth
object. ® denotes the element-wise multiplication.

To use ROIAlign with the ViT output, we reshape the im-
age patch embeddings to the form of a square feature map,
i.e., Unflatten. After the unflatten process, the reshaped
patch embeddings play the same role as ResNet output fea-
ture maps, so we can simply apply ROIAlign to the patch
embeddings. We hypothesize that the image patch tokens
contain more detailed information rather than the CLS to-
ken, choosing the ROIAlign to extract local features rather
than the MOA module. When training ViT, the classifica-
tion head is attached to the final CLS token output. There-
fore, the CLS token has coarse information for image clas-
sification. On the other hand, patch tokens, which become
the components of CLS tokens (i.e., attention mechanism),

Figure 4. Heatmaps showing joint attention. Left: ViPLO focuses
on the local information of hand to detect interaction between cell-
phone and human. Right: ViPLO does not focus on a specific joint
for local information when detecting interaction between car and
human, resulting in no-interaction.

have fine information for each region. This hypothesis is
supported by the ablation study in Sec. 4.3.

Second, the extracted human local features (X} 10ca1) be-
come human local node encodings, which are used to up-
date the human node encodings (Fig. 2). In detail, the hu-
man node encodings are iteratively updated with a message
from the human local features, as well as object node en-
codings and edge encodings:

Mo 3 (X}, Y5, 2ij) = MBF,(Xij10cal ® Y5, 2i5),  (4)
My 0(Xi,2i5) = MBF, (X}, 245), &)

where Mo_,4; denotes the message function from object
nodes to human nodes, and vice versa. x§ and y}? are the
ith human node encoding and jth object node encoding, re-
spectively, at message passing step ¢. MBF indicates the
multi-branch fusion module proposed in [49]. & denotes
the concatenation operation. The human nodes are updated
not only with the object nodes but also with the human lo-
cal features which share the similar information with the
human node encodings. This algorithm resembles the self-
loop structure in graph theory.

Effectiveness of Pose-Conditioned Graph Our pose-
aware edge encoding scheme helps models focus only on
the necessary message passing. For example, the case
where a human is just standing next to the object and the
case where a hand is extended to the direction of the ob-
ject are different, even though the spatial relationship of the
region pair is the same. We can expect more meaningful
message passing in the latter case, due to the different edge
encoding from each human pose information. Moreover,
human local features can contain richer local information
by the attention operation in Eq. 3 (hand in the latter case).
Furthermore, as shown in Fig. 4, human node encodings
are updated with self-loop architecture, to focus only on the
necessary local part as the message passing step progresses.
These human node encodings with rich local information
also enrich the object node encodings with human-to-object
messages, resulting in effective HOI detection.
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HICO-DET V-COCO
Default Known Object

Method Backbone Full Rare Non-Rare Full Rare Non-Rare APSL  APS2
One-stage methods
UnionDet [21] ResNet-50-FPN  17.58 11.72 19.33 19.76  14.68 21.27 47.5 56.2
IP-Net [42] Hourglass-104 19.56 12.79 21.58 22.05 15.77 23.92 51.0 -
PPDM [26] Hourglass-104  21.73  13.78 21.40 24.58 16.65 26.84 - -
GG-Net [52] Hourglass-104  23.47 16.48 25.60 27.36  20.23 39.48 54.7 -
HOTR [22] ResNet-50 25.10 17.34 27.42 - - - 55.2 64.4
HOI-Trans [56] ResNet-101 26.61 19.15 28.84 29.13  20.98 31.57 52.9 -
AS-Net [5] ResNet-50 28.87 24.25 30.25 31.74  27.07 33.14 53.9 -
QPIC [37] ResNet-101 2990 2392 31.69 32.38 26.06 34.27 58.3 60.7
MSTR [23] ResNet-50 31.17 25.31 32.92 34.02 28.83 35.57 62.0 65.2
SSRT [19] ResNet-101 31.34 2431 33.32 - - - 65.0 67.1
CDN [48] ResNet-101 32.07 27.19 33.53 3479 29.48 36.38 63.9 65.9
DOQ [33] ResNet-50 33.28 29.19 34.50 - - - 63.5 -
IF [30] ResNet-50 33.51 30.30 34.46 36.28 33.16 37.21 63.0 65.2
GEN-VLKT [27] ResNet-101 3495 31.18 36.08 38.22 3436 39.37 63.6 65.9
ParMap [43] ResNet-50 35.15 33.71 35.58 37.56 35.87 38.06 63.0 65.1
Two-stage methods
VCL [15] ResNet-50 23.63 17.21 25.55 2598 19.12 28.03 48.3 -
ATL [16] ResNet-50 23.67 17.64 25.47 26.01 19.60 27.93 - -
IDN [24] ResNet-50 24.58 20.33 25.86 27.89 23.64 29.16 533 60.3
FCL [17] ResNet-50 24.68 20.03 26.07 26.80 21.61 28.35 52.4 -
SCG [49] ResNet-50-FPN  29.26 24.61 30.65 32.87 27.89 34.35 54.2 60.9
STIP [51] ResNet-50 3222 28.15 3343 3529 3143 36.45 66.0 70.7
DEFR [20] ViT-B/16 32.35 3345 32.02 - - - - -
UPT [50] ResNet-101 32.62 28.62 33.81 36.08 31.41 37.47 61.3 67.1
ViPLO, ViT-B/32 3495 33.83 35.28 38.15 36.77 38.56 60.9 66.6
ViPLO, ViT-B/16 37.22 3545 37.75 40.61 38.82 41.15 62.2 68.0

Table 1. Performance comparison in terms of mAP on the HICO-DET and V-COCO datasets. For fair comparison between one-stage
methods and two-stage methods, we report results using an object detector finetuned on the training dataset for two-stage methods. We
use the finetuned object detector from [50], i.e., DETR with the ResNet-101 backbone. We do not consider the results using detections
from [7] due to a problem of reproductibility. In each evaluation setting, the best result is marked with bold and the second best result is

underlined.

3.3. Training and Inference

We follow the training and inference procedure of the
SCG [49, 50]. From the pose-conditioned graph after the
message passing, we get interaction classification scores for
each pair of human and object node using the corresponding
edge encoding. The focal loss [28] is used as the multi-label
classification loss to train the possible interactions for each
human-object pair.

4. Experiments

In this section, we first introduce our experimental set-
tings (Sec. 4.1). We then compare our proposed model with
state-of-the-art approaches (Sec. 4.2). Finally we conduct
ablation studies (Sec. 4.3) demonstrating the advantages
and effectiveness of our model. Qualitative results can be

found in Appendix.

4.1. Experimental Settings

Datasets We evaluate our model on two public datasets,
HICO-DET [3] and V-COCO [ 1], which are widely used in
HOI detection. HICO-DET contains 47,776 images (38,118
training images and 9,658 test images), with 80 object cat-
egories (same categories with the MS-COCO [29] dataset)
and 117 verb classes constructing 600 types of HOI triplets.
HICO-DET provides more than 150k annotated human-
object pairs. V-COCO is a subset of MS-COCO, which is a
much smaller dataset than HICO-DET. It contains 10,346
images (2,533 training images, 2,867 validation images,
and 4,946 test images), with the same 80 object categories
and 29 verb classes. Since HICO-DET containing various
verb types is more suitable in the real world, we focus our
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evaluation mainly on the HICO-DET dataset.

Evaluation Metrics We follow the standard settings in
[8], reporting mean Average Precision (mAP) for evalua-
tion. Prediction of a HOI triplet is considered as a true
positive when both predicted human and object bounding
boxes have IoUs larger than 0.5 compared to the ground
truth boxes, and HOI category prediction is accurate. For
HICO-DET, we report mAP over two evaluation settings
(Default and Known Object), with three HOI category sub-
sets: all 600 HOI triplets (Full), 138 HOI triplets with fewer
than 10 training samples (Rare), and 462 HOI triplets with
10 or more training samples (Non-Rare). For V-COCO, we
report mAP for two scenarios: including a prediction of
the occluded object bounding box (Scenario 1), or ignoring
such a prediction (Scenario 2).

Implementation Details Since neither the HOI Detection
dataset nor the Faster R-CNN detector result contains a
ground truth or estimated human pose, we need an off-the-
shelf pose estimator. We apply Vitpose [45] as a pose esti-
mator, which is trained on the MS-COCO Keypoint dataset
[29]. As a result, each human bounding box (including the
ground truth human box) has 17 keypoints.

We consider the following two variants of our method:
1) ViPLOy: a small version of ViPLO, which uses ViT-B/32
as the backbone; and 2) ViPLO;: large version of ViPLO,
which uses ViT-B/16 as the backbone. All other hyperpa-
rameters are the same between the two models. The feature
extractor (i.e., backbone) is initialized using CLIP [34] with
pre-trained weights. We cannot directly apply CLIP image
pre-processing, due to the center-crop process which is not
suitable for object detection. Hence, we resize input im-
ages to 672 x 672 pixels using data transformation in [18].
Bounding boxes and human joints are resized accordingly.
Vit-B is pre-trained on 224 x 224 pixels, but the model can
be fine-tuned on 672 x 672 pixels with 2D interpolation of
the pre-trained position embeddings, as described in [6].

4.2. Comparison to State-of-the-Art

Table 1 shows the performance comparison of ViPLO
and other state-of-the-art methods, which are grouped into
one-stage and two-stage methods. For HICO-DET, our
ViPLO outperforms all existing one-stage and two-stage
methods by a large margin in each evaluation setting.
Specifically, ViPLO; achieves new state-of-the-art perfor-
mance of 37.22 mAP in the Default Full setting, obtaining
a relative performance gain of 5.89% compared to the most
recent ParMap [43]. Compared with UPT [50], which is
the previous state-of-the-art two-stage method, our model
achieves a significant relative performance gain of 14.10%.
These results indicate the effectiveness of our method, uti-
lizing the ViT backbone with the MOA module, and up-

Default

Method Backbone Full Rare Non-Rare
Two-stage methods with ground truth boxes

iCAN [8] ResNet-50 33.38 2143 36.95
TIN [25]  ResNet-50 3426  22.90 37.65
VCL [15] ResNet-50 43.09 32.56 46.24
IDN [24]  ResNet-50 43.98 40.27 45.09
FCL[17] ResNet-50 4426 35.46 46.88
ATL [16] ResNet-50 4427 35.52 46.89
SCG [49] ResNet-50-FPN  51.53 41.01 54.67
ViPLOj; ViT-B/32 58.23 54.08 59.46
ViPLO, ViT-B/16 62.09 59.26 62.93

Table 2. Performance comparison in terms of mAP on the HICO-
DET dataset with ground truth detection results. The best result is
marked in bold and the second best result is underlined.

Method Backbone | mAP1 GPU memory] Speed |
SCG [49] | ResNet-50 | 29.26 3423 MiB 106 ms
ViPLOg ViT-B/32 33.92 2531 MiB 110 ms
ViPLO;, ViT-B/16 36.97 3119 MiB 131 ms

Table 3. Comparison of mAP, memory usage, and speed for in-
ference on the HICO-DET test dataset. We exclude the pose-
conditioned graph part in our model for a fair comparison. We
conduct an inference process with a batch size of 1 on a Geforce
RTX 3090 GPU. “Speed” column means the elapsed time for pro-
cessing one image.

dating human features with the pose-conditioned self-loop
structure. For V-COCO, our ViPLO achieves comparable
performance to previous state-of-the-art methods. The per-
formance gain is not as noticeable as on HICO-DET, due
to the fewer training samples which can be fatal to the ViT
architecture [38].

As mentioned in the introduction, an advantage of two-
stage methods is that they can also be used for HOI recogni-
tion when ground truth bounding boxes are available. Per-
formance comparison using ground truth boxes for HICO-
DET is shown in Table 2. Our method outperforms all pre-
vious state-of-the-art methods with a significant large mar-
gin of 10.56 in terms of mAP in the Default Full setting.

Meanwhile, since most previous methods use ResNet as
the backbone network, memory efficiency and speed of our
method using the ViT backbone are examined. As shown
in Table 3, we obtain a large performance improvement in
terms of mAP, while maintaining speed and memory effi-
ciency at a similar level to the ResNet-50 backbone. Sur-
prisingly, ViPLO consumes less GPU memory than SCG
using ResNet-50 as the backbone network. These results
show the efficiency and efficacy of the ViT backbone and
proposed MOA module.
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Methods \ Full Rare Non-Rare Methods \ Full Rare Non-Rare
SCG (ResNet-50) | 29.26 24.61 30.65 Base (ViT + MOA) 3392 30.84 34.83
ViT + ROI 32.84 28.48 34.14 + pose edge 3451 3274 35.04
ViT + MOA® 3320 31.26 33.78 + pose edge + local pose (MOA) | 34.44 31.21 3541
ViT + MOA 33.92 30.84 34.83 + pose edge + local pose (ROI) 3495 33.83 35.28

(a) Effect of ViT backbone and MOA module.

(b) Effect of the pose-conditioned graph neural network.

Table 4. Ablation study of ViPLO components on the HICO-DET test dataset under the Default setting.

4.3. Ablation Study

In this subsection, we conduct ablation studies to eval-
uate and analyze the effectiveness of our proposed module
and our model design. All experiments are conducted on
the HICO-DET test dataset under the Default setting, with
a small version of VIPLO, i.e., VIiPLO,.

MOA module Our model adopts the ViT backbone and
MOA module for feature extraction, where this feature
serves as the node encoding in the subsequent graph neu-
ral network. We explore the benefits of the ViT backbone
and MOA module, as shown in Table 4a. We exclude the
pose-conditioned graph structure for a fair comparison with
the SCG baseline. ViT + ROI (Row 2) means the case
extracting features with reshaped patch embeddings and
ROIAlign for the bounding box, which is described in the
human local feature extraction process in Sec. 3.2. ViT
+ MOA® (Row 3) means the case using the MOA module
without calculating the overlapped area, and simply mask-
ing out the patch embeddings that bounding box edges pass
through (i.e., quantization). Compare to the SCG baseline,
the ViT backbone significantly improves the performance
by 3.58 in terms of mAP for the Full setting, even without
the MOA module. Further using our MOA module (ViT +
MOA) yields additional performance improvement by 1.08
in mAP, demonstrating the effectiveness of the MOA mod-
ule. In particular, the performance difference depending
on the quantization of the MOA module supports the im-
portance of the quantization-free method by calculating the
overlapped area, which is a key part of our MOA module.

Pose-conditioned Graph Neural Network Table 4b
explore the effectiveness of the components of pose-
conditioned graph neural network, on top of the ViT back-
bone and MOA module (Row 1). We first add the human
pose information to formulate the edge encoding (Row 2),
which shows a performance improvement of 0.59 in mAP.
Moreover, adding a self-loop structure with human local
node encodings boosts the performance by 0.44 in mAP,
proving the effectiveness of a self-loop structure that aligns
with the perception process by humans (Row 4). However,
extracting human local features by the MOA module does

Method | Backbone Pre-trained Dataset mAP 1
SCG ResNet50 MS COCO 29.26
ViPLO | ResNet50 CLIP 32.23
ViPLO; | ViT-B/32 CLIP 33.92
ViPLO; | ViT-B/16 CLIP 36.97

Table 5. Effect of CLIP pre-trained parameters. Experiment set-
ting is the same as in Table 3

not boost the performance, it actually decreases the perfor-
mance (Row 3).

CLIP pre-trained parameters As we mentioned, the
feature extractor (i.e., ViT backbone) is initialized with
CLIP pre-trained mode. However, the ResNet backbone
of SCG is initialized with COCO pre-trained parameters,
which is trained with much less amount of images than
CLIP. Therefore, we conduct an additional experiment com-
paring the ResNet backbone and ViT backbones with both
the same CLIP pre-trained parameters, as shown in Ta-
ble 5. Please note that we cannot apply the same prepro-
cess/feature extraction method for Row 1 and Row 2, due
to the modified architecture of CLIP ResNet50, such as
the attention pooling mechanism. So we adopt the prepro-
cess/feature extraction method of Row 2 in the same way
as ViT + ROI in Table 4a in the paper. We can still ob-
serve the superior performance of our model in the same
pre-trained mode, showing the effectiveness of our ViT +
MOA scheme.

5. Conclusion

In this paper, we have proposed the ViPLO, the state-of-
the-art two-stage HOI detector assisted by the MOA mod-
ule and pose-conditioned graph. With the MOA module,
our detector fully utilizes the ViT as the feature extractor by
addressing the quantization problem. In addition, the pose-
conditioned graph inspired by the HOI perception process
of humans makes our detector exploit the rich information
from human poses. In addition, unlike the one-stage meth-
ods, ViPLO has the advantage of low complexity and con-
venience to apply in real world scenarios.
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