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Figure 1. This paper introduces GlassesGAN, an innovative approach to image editing capable of generating continuously tunable, multi-
attribute, and photo-realistic editing of eyeglasses by leveraging a novel method for modeling sub-spaces in the StyleGAN2 latent space.
The presented (1024× 1024) examples show editing results for twelve different tuning attributes. Best viewed zoomed-in.

Abstract
We present GlassesGAN, a novel image editing frame-

work for custom design of glasses, that sets a new stan-
dard in terms of output-image quality, edit realism, and
continuous multi-style edit capability. To facilitate the
editing process with GlassesGAN, we propose a Targeted
Subspace Modelling (TSM) procedure that, based on a
novel mechanism for (synthetic) appearance discovery in
the latent space of a pre-trained GAN generator, constructs
an eyeglasses-specific (latent) subspace that the editing
framework can utilize. Additionally, we also introduce an
appearance-constrained subspace initialization (SI) tech-
nique that centers the latent representation of the given in-
put image in the well-defined part of the constructed sub-
space to improve the reliability of the learned edits. We
test GlassesGAN on two (diverse) high-resolution datasets
(CelebA-HQ and SiblingsDB-HQf) and compare it to three
state-of-the-art baselines, i.e., InterfaceGAN, GANSpace,
and MaskGAN. The reported results show that GlassesGAN
convincingly outperforms all competing techniques, while
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offering functionality (e.g., fine-grained multi-style editing)
not available with any of the competitors. The source code
for GlassesGAN is made publicly available.

1. Introduction

Consumers are increasingly choosing the convenience
of online shopping over traditional brick-and-mortar
stores [3]. For the apparel industry, which traditionally re-
lied on individuals being able to try on items to suit their
taste and body shape before purchasing, the shift to digital
commerce has created an unsustainable cycle of purchasing,
shipping, and returns. Now, an estimated 85% of manufac-
tured fashion items end up in landfills each year, largely due
to consumer returns and unsatisfied online customers [35].

In response to these challenges, the computer vision
community has become increasingly interested in virtual-
try-on (VTON) techniques [3,6,9,11] that allow for the de-
velopment of virtual fitting rooms, where consumers can
try on clothing in a virtual setting. Furthermore, such tec-
hniques also give users the flexibility to explore custom
designs and personalize fashion items by rendering them
photo-realistically in the provided input image.

While considerable progress has been made recently in
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image-based virtual try-on techniques for clothing and ap-
parel that do not require (costly) dedicated hardware and
difficult-to-acquire 3D annotated data [5,6,11,18,48], most
deployed solutions for virtual eyewear try-on still largely
rely on traditional computer graphics pipelines and 3D
modeling [1,29,30,49,51]. Such 3D solutions provide con-
vincing results, but save for a few exceptions, e.g., [14],
are only able to handle predefined glasses and do not sup-
port custom designs and eyewear personalization. Although
work has also been done with 2D (image) data only, rele-
vant research for virtual eyewear try-on has mostly focused
on editing technology (facilitated by Generative Adversarial
Network - GANs [10]) capable of inserting glasses into an
image [15, 27, 34, 37, 44]. The images these methods gen-
erate are often impressive, but adding eyewear with finely
tunable appearance control still remains challenging.

In this work, we address this gap by introducing Glasses-
GAN, a flexible image editing framework that allows users
to add glasses to a diverse range of input face images (at a
high-resolution) and control their appearance. Distinct from
existing virtual try-on work in the vision literature, the goal
of GlassesGAN is not to try on existing glasses, but rather
to allow users to explore custom eyewear designs. Glass-
esGAN is designed as a GAN inversion method [45], that
uses a novel Targeted Subspace Modeling (TSM) technique
to identify relevant directions within the latent space of a
pre-trained GAN model that can be utilized to manipulate
the appearance of eyeglasses in the edited images. A key
component of GlassesGAN is a new Synthetic Appearance
Discovery (SAD) mechanism that samples the GAN latent
space for eyeglasses appearances, without requiring real-
world facial images with eyewear. Additionally, we propose
an appearance-constrained subspace initialization proce-
dure for the (inference-time) editing stage, which helps to
produce consistent editing results across a diverse range of
input images. We evaluate GlassesGAN in comprehensive
experiments over two test datasets and in comparison to
state-of-the-art solutions from the literature, with highly en-
couraging results.

In summary, our main contributions in this paper are:

• We present GlassesGAN, an image editing framework
for custom design of eyeglasses in a virtual try-on set-
ting that sets a new standard in terms of output image
quality, edit realism, and continuous multi-style edit
capability, as illustrated in Figure 1.

• We introduce a Synthetic Appearance Discovery
(SAD) mechanism and a Targeted Subspace Model-
ing (TSM) procedure, capable of capturing eyeglasses-
appearance variations in the latent space of GAN mod-
els using glasses-free facial images only.

• We introduce a novel initialization procedure for the
editing process that improves the reliability of the fa-
cial manipulations across different input images.

2. Related work

In this section, we briefly review existing work needed
to provide context for GlassesGAN. The reader is referred
to some of the excellent surveys on generative models [43],
image editing [38,45] and virtual try-on [3,9,19] for a more
comprehensive coverage of relevant areas.

Generative Adversarial Networks (GANs) represent
a class of generative models capable of synthesizing re-
alistic, high-quality imagery [10] and consist of genera-
tive and discriminative sub-networks learned with com-
peting objectives [10]. Recent advances in GAN design
and associated training procedures have led to consider-
able progress in various areas, including image-to-image
translation [16, 26, 33, 42, 53], image attribute manipula-
tion [15,27,37,41,46] as well as virtual try-on and fashion-
related applications [6, 8, 11, 17]. Modern GAN models,
such as StyleGAN (v1–v3) [22–24], have had particular
success in generating realistic high-resolution (facial) im-
ages and facilitate corresponding editing solutions.

Latent Space Image Editing techniques alter attributes
in the given input image by encoding the image in the GAN
latent space, modifying the embedding, and then decod-
ing the modified embedding [25, 28, 31, 32, 37, 47]. While
these types of methods can be very flexible, they typically
suffer from a trade-off between editability, image consis-
tency, distortion, and perceptual quality [39]. Additionally,
the entanglement between different attributes in the gener-
ated images limits the locality of edits [36, 37]. To mitigate
such shortcomings, some researchers bypass the trade-off
by blending the original image with the edited output image
at strategic locations [32], something we also follow with
the proposed GlassesGAN framework in this work.

Glasses VTON. Recent works have had success creat-
ing VTON systems that rely upon detailed 3D modeling of
the eyeglasses and/or the head [1, 7, 29, 30, 49–51]. While
some implementations have impressive edit realism, every
additional eyeglass style (and person) requires a new 3D
model. As a consequence, these techniques scale poorly to
new eyeglasses, rarely contain the capability to make (con-
tinuous) edits to the eyeglasses, and sometimes require an
initial 3D scan of the face/head to be applicable.

To address such shortcomings, many recent methods try
to avoid 3D data altogether and exploit advances in face im-
age editing. These methods include latent space editing so-
lutions, [15,25,36], but also other editing strategies, [12,27],
capable of adding glasses to an input face image. While la-
tent space editing techniques can be performed on 2D fa-
cial images and provide a realistic edit to the images, they
have substantial problems with preserving identity through-
out the edit, isolating the edit to the eyeglasses, and, prior
to GlassesGAN, offered no multi-style personalization.
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Figure 2. Overview of the GlassesGAN framework. GlassesGAN learns continuous multi-style edits through a novel GAN latent space
sampling technique (synthetic appearance discovery) that first embeds augmented images into the latent space of a pretrained GAN gener-
ator and then captures the data distribution using the Karhunen-Loève Transform. During editing, the framework dynamically initializes
the latent vector in the center of the glasses subspace for greater edit consistency and then modifies different glasses attributes as desired.

3. Methodology

In this section, we present the main contribution of this
work: GlassesGAN, a novel image editing framework that
allows for the personalization of eyeglasses in a virtual set-
ting, i.e., with visual feedback to the user.

3.1. Overview of GlassesGAN

Problem formulation. Given an input face image x ∈
Rm×n×3 and some desired semantics a (i.e., appearance of
glasses), the goal of GlassesGAN is to construct a mapping
ψa : x 7→ xa ∈ Rm×n×3, such that the edited output im-
age xa incorporates the semantics a in a realistic and visu-
ally convincing manner, while preserving the original image
content as much as possible, e.g., facial appearance, back-
ground, and identity. A few illustrative examples of such
edited images xa are presented in Figure 1.

Many state-of-the-art image-editing techniques imple-
ment the mapping ψa through so-called GAN inversion ap-
proaches [37,45], where the input image x is first embedded
into the latent space of a pretrained GAN generator G, thus,
resulting in a latent representation w. This latent code is
then modified, i.e., ψlatent

a : w 7→ wa, such that the gen-
erated image xa = G(wa) adheres as closely as possible
to the facial editing constraints. GlassesGAN follows this
general latent-space editing framework, but in contrast to
prior work: (i) does not require a dataset with the attribute
a present to define ψlatent

a , and (ii) learns latent space ma-
nipulations that enable continuous multi-style changes to a.

GlassesGAN design. A high-level overview of Glasses-
GAN in presented in Fig. 2. Central to the editing ability of
the framework are two novel components, i.e., (i) a mech-

Figure 3. Illustration of the SAD steps. From left to right: (a)
the initial (binary) glasses templates, (b) faces with superimposed
templates, (c) re-renderings after latent space embedding.

anism for Synthetic Appearance Discovery (SAD) that al-
lows us to sample target appearances of faces with various
styles of glasses (xa) and their corresponding GAN latent
codes without actual real-world data (§3.2), and (ii) a
Targeted Subspace Modeling (TSM) approach (§3.3) that
based on the sampled representations, determines the latent
editing directions via the Karhunen-Loève Transform [20].

The identified latent directions correspond to different
types of eyeglasses edits and can be applied to an input im-
age’s latent code as desired. To avoid problems with the la-
tent space manipulations, we also propose a novel dynamic
Subspace Initialization (SI) procedure (§3.4) that ensures
that the generated edits are semantically meaningful. To
produce the final output xa, we finally use a blending op-
eration with the original image x, which helps to preserve
identity and to improve the locality of the edits.

3.2. Synthetic Appearance Discovery

The majority of existing latent-space editing techniques
require (paired or unpaired) data with and without the de-
sired semantics a to be able to learn the mapping ψa, e.g.,
[37, 47]. Since our goal is to provide fine-grained control
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over the appearance of glasses and suitable datasets for this
purpose are not publicly available, we propose a Synthetic
Appearance Discovery (SAD) mechanism to mitigate this
problem. Details on the mechanism are given below.

Step 1: Template generation. We work under the as-
sumption that only facial images x without glasses are avail-
able. To generate paired data with and without glasses, we
simulate the presence of eyewear by superimposing hand-
drawn binary masks b (glasses templates hereafter) over
the input images. We start this process with a collection of
N initial masks (see Figure 3(a)), which we augment using
morphological modifications, such as dilation and erosion,
to expand the variability in the set of glasses templates.

Step 2: Appearance simulation. Next, we add the aug-
mented set of N+ binary masks to each input image x, re-
sulting in facial images with an artificial cut-and-paste look
xs, as illustrated in Figure 3(b). The addition of the glasses
is implemented based on a facial landmarking procedure F
that allows us to place the glasses templates on the faces in
such a way that the temples of the head overlap with the
outer points of the glasses frames (see also Figure 2). Since
N+ glasses templates are available, this step results in a set
of N+ images {xs

i}N
+

i=1 for each given input image.
Step 3: GAN inversion. Finally, we embed the aug-

mented images {xs
i}N

+

i=1 in the latent space of the gener-
ator G to obtain the corresponding latent codes {ws

i }N
+

i=1.
A pretrained StyleGAN2 model is used as the generator for
GlassesGAN with the extended (512×18 dimensional)W+

latent space [24]. We use an encoder-based approach for
the GAN inversion, where the latent codes are computed as
w = E(x) and E represents the encoding operation. This
last encoding step relies on the properties of pre-trained
generator models, which are known to interpret image ar-
tifacts and binary occlusions in a semantically meaningful
manner. As a result, the computed binary codes, simulate
glasses with realistic appearance, and even add shadowing
and specular reflections when re-rendered through the gen-
erator, i.e., x′

s = G(ws), as shown in Figure 3(c).
If we assume a training set of K glasses-free facial im-

ages, the SAD mechanism results in a dataset of KN+ la-
tent codes that capture the variability induced by the pres-
ence of eyeglasses and are used in the targeted subspace
modeling (TSM) procedure, described in the next section.

3.3. Targeted Subspace Modeling

To facilitate continuous multi-style editing in the latent
space, we introduce a Targeted Subspace Modeling (TSM)
procedure, capable of identifying relevant latent space di-
rections that, when traversed, result in visually meaningful
modifications in the appearance of eyeglasses. Assume that:
(i) a training set ofK facial images without glasses is avail-
able, (ii) that N+ latent codes {ws

i }N
+

i=1 have been com-
puted with the SAD for each training image, and (iii) that

the center ws
µ = (1/N+)

∑N+

i=1 w
s
i of these latent codes

has been determined. TSM then first computes a differen-
tial latent code for each of the K images, i.e.:

∆W = [vec(ws
1 −ws

µ), . . . , vec(w
s
N+ −ws

µ)], (1)

where d is the dimensionality of the W+ latent space (i.e.,
d = 512 · 18) and vec(·) denotes a vectorization operator,
and then aggregates the differentials over the training data:

W = [∆W1,∆W2, . . . ,∆WK ] ∈ Rd×KN+

. (2)

The latent code differences in W capture the appearance
variations of glasses, introduced to the training images by
the SAD mechanism, and span a glasses subspace within
the latent space of the generator. As we show in the ex-
perimental section, the differential formulation introduced
above also allows us to model variations of different types
of glasses (e.g., with clear and tinted lenses) using a single
latent subspace. This subspace is identified by solving the
eigenproblem given by the Karhunen-Loève Transform:

Σei = λiei, i = 1, 2, . . . , d′, (3)

where Σ = WWT is an image-conditioned intra-
class scatter matrix, and d′ ≤ d. The leading eigen-
vectors corresponding to non-zero eigenvalues, i.e., E =
[e1, e2, . . . , ed′ ] ∈ Rd×d′

, define the (orthonormal) princi-
pal axes of the glasses subspace in W+ and represent the
basis for the image editing procedure of GlassesGAN.

As part of TSM, we also compute a difference vector
wµ between the latent code w of each glasses-free train-
ing image and the centroid (i.e, mean vector) of the latent
codes corresponding to the KN+ glasses-augmented sam-
ples {ws

i }KN+

i=1 . This difference vector is required for the
initialization of the editing procedure.

3.4. Editing with GlassesGAN

The editing procedure implemented for GlassesGAN
consists of three main parts, as detailed below.

Part 1: Latent Code Editing. Given a glasses-free in-
put image x and its corresponding latent code w = E(x),
computed with a pre-trained encoder E, we alter the initial
latent code w by traversing the principal subspace axes in
E using the following expression:

w′
a = vec(w) + b · vec(wµ) +m · ei, (4)

where i ∈ {1, 2, . . . , d′}, m ∈ [−∞,∞] is a real-valued
scalar that controls the strength of the edits (editing mag-
nitude hereafter), b is a weighting parameter that is set dy-
namically as part of the initialization procedure (described
in Part 2), and the final 512 × 18 latent representation wa

of the initial edited output image x′
a = G(wa) is com-

puted as wa = vec−1(w′
a). Each principal axis {ei}d

′

i=1
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controls a specific attribute (or style) of the glasses, while
tuning the magnitude m allows for continuous appearance
changes w.r.t said attribute. The addition of the average dif-
ference code wµ serves as an initialization step that moves
w into the well-defined part of the computed subspace, as
shown in Figure 2. If wµ is computed based only on latent
codes corresponding to specific styles of glasses (e.g., clear
or tinted), then this code can also be used to define the initial
appearance of the eyewear added to the image.

Part 2: Dynamic Subspace Initialization. It is impor-
tant to note that the magnitude of the weighting parame-
ter b in Eq. (4), has significant downstream effects on later
style edits, with improper values leading to eyeglasses that
are poorly rendered or even non-existent. Similarly to prior
work [32, 37]) we observed that the use of a fixed value of
b produces highly inconsistent edits across different sam-
ples. We hypothesize that this is because some samples are
farther from the relevant part of the latent space than oth-
ers. If the value of b is too small for a particular sample,
the embedding never enters the glasses subspace and, as a
result, the glasses never (properly) appear. To address this
issue, we propose a Subspace Initialization (SI) procedure
that dynamically adjusts the value of b on a per-sample basis
and ensures consistent editing results when using fixed, pre-
defined style editing magnitudes m. Central to the initial-
ization operation is the realization that the modified latent
code wa is near the center of the glasses subspace when the
frames of the glasses in the corresponds imageG(wa) cover
a certain fraction ∆A of the overall image area. The initial-
ization process therefore sets m to zero, iteratively samples
a range of values of b from 0.5 to 1.5, generates an output
image, subjects it to a face parser S capable of segment-
ing the face from the glasses, and finally selects the optimal
value of b, such that the frames in G(wa) cover a relative
area as close to ∆A as possible, as shown in Figure 2.

Part 3: Blending. As illustrated in Figure 2, in the last
step, we finally blend the glasses region of the edited image
x′
a with the original image x to improve the preservation of

identity and, thus, compute the final output xa. The blend-
ing mask comes from the face parser S applied to x′a. The
edges of the mask are tapered using Gaussian blur to smooth
the boundary between the original and edited images. In the
case of clear glasses two separate Gaussian blur operations
for the interior and exterior of the glasses frames are used
to better preserve the eyes of the original image.

4. Experiments And Results
In this section, we now present the experiments con-

ducted to highlight the characteristics of GlassesGAN.

4.1. Datasets and Experimental Splits

Three face datasets with diverse characteristics are used
in the experiments with GlassesGAN, as summarized in Ta-

Table 1. Summary of the experimental datasets and data splits.

Dataset Resolution Purpose⋄ #Train. Img.† #Test Img. Variability‡

FFHQ [24] 1024× 1024 TR (G,E) 70, 000 n/a A, ET, G, B
CelebA–HQ [21] 1024× 1024 TR (S), Q, TS 1000 1000 A, ET, B, G, AC
SiblingsDB-HQf [40] 4256× 2832 Q, TS n/a 163 A, G
⋄ TR – training, Q – qualitative evaluation, TS – quantitative evaluation (testing), n/a – not applicable.
† The number of training images reported includes both training and validation data.
‡ A – age, ET – ethnicity, G – gender, B – background, AC – accessories.

ble 1, i.e.: FFHQ [24], CelebA-HQ [21], and SiblingsDB-
HQf [40]. The datasets represent standard datasets used
when evaluating image editing techniques and were, there-
fore, also selected for the experiments in this work [24,32]:

• FFHQ [24] consists of 70, 000 facial images of 1024×
1024 pixels in size and was acquired from Flickr. Due
to the unconstrained nature of the collection procedure,
the datasets exhibits variability across various factors.
FFHQ is used to train the generator G and image en-
coder E in our experiments.

• CelebA-HQ [21] contains high-quality facial images
at a resolution of 1024 × 1024 pixels with consider-
able appearance variability. 1000 sampled images are
used for training (with SAD and TSM) in our exper-
iments, and a non-overlapping subset of 1000 diverse
test images is used for the quantitative evaluation.

• SiblingsDB-HQf [40] contains 184 frontal facial im-
ages of 92 sibling pairs captured at a resolution of
4256 × 2832. The dataset was acquired in front of
a homogenous background and under diffuse illumi-
nation. This dataset is used exclusively for testing to
demonstrate the generalization capabilities of Glasses-
GAN across datasets. After removing duplicates and
excluding problematic samples, 163 image are left for
the quantitative part of the evaluation.

We note that the training and test data is kept disjoint in all
experiments, both in terms of images and subjects identities.

4.2. Implementation Details and Runtime

For the implementation of GlassesGAN, we use Style-
GAN2 at resolution 1024 × 1024 trained on images from
FFHQ [24] as the generator G of our framework and the
e4e [39] encoder E again trained on FFHQ for inverting
images into StyleGAN’s latent space. For face detection
and identifying facial landmarks we utilize the 68-point
landmark model provided in the dlib package. We adopt
the DatasetGAN [52] framework with 7 manual annotated
data samples to generate synthetic training data for the face
parser and then learn a DeeplabV2 model to serve as the
parser S in our experiments [2]. We construct a d′ = 6 di-
mensional subspace from the CelebA-HQ training images,
and use N = 28 glasses templates for TSM. The image
area threshold ∆A is set to 0.02 based on preliminary ex-
periments. With the current implementation using an RTX
3090 GPU, adding glasses and applying an edit to an image
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Figure 4. Addition of initial glasses of a certain style. Glass-
esGAN is able to render and edit glasses in different styles. The
bottom two rows shows examples of the initialization with (aver-
age/initial) clear (middle) and tinted (bottom) glasses added to the
(CelebA-HQ and SiblingsDB-HQf) input images on the top.

requires 4.8s on average (estimated over 100 test images).
The addition of the subspace initialization to the pipeline
costs an additional 12.7s. However, an efficient parallel im-
plementation of GlassesGAN is expected to allow for real-
time editing capability. Additional implementation details
can be found in the publicly released source code.

4.3. Qualitative Results

To demonstrate the capabilities of GlassesGAN, we first
present a series of visual results that illustrate: (i) the addi-
tion of two different types of initial eyeglasses to a face im-
age, (ii) the tuning of eyeglasses appearance with respect to
different attributes, (iii) sequentially chaining of eyeglass
style edits, and (iv) edits to eyeglass frame color.

Adding initial glasses. The initialization procedure of
GlassesGAN requires that a starting point is chosen in the
glasses subspace via wµ in Eq. (4). This starting point
defines the initial appearance and shape of the rendered
glasses and can be varied to achieve different results, i.e.,
different initial styles of glasses. In Figure 4 we show
a number of qualitative examples, where initial (average)
clear and tinted glasses were added to the input images. As
can be seen, GlassesGAN is able to add glasses to input
images with diverse appearances (i.e., varying gender, age,
background, color characteristics, etc.) and automatically
consider facial alignment, shadowing, the boundary with
the hair, and reflections in the frames and lenses. Addition-
ally, we see that the blending procedure helps to maintain
the fine image details while still preserving identity.

Editing different attributes. Using the TSM procedure,
GlassesGAN identifies a number of latent subspace direc-
tions that can be traversed to alter the appearance of the
generated glasses. In Figure 5 we present a few visual ex-
amples where the initial glasses in the middle column are al-
tered (continuously) in six different directions. Each of the
rows corresponds to changes along one subspace axis from
Eq. (3). Because the TSM procedure is unsupervised, we
subjectively assign human-interpretable attributes to these
directions, which impact the following aspects of the added
glasses: size, height/position, squareness, roundness, cat-

Figure 5. Continuous multi-style edits. Each row shows a sepa-
rate edit on a challenging pose that starts from the (initialized) im-
age in the middle and modifies one aspect of the glasses in a given
direction. Results corresponding to the first six subspace axes (top
to bottom) identified through the TSM procedure are presented.

Figure 6. Example of sequentially chained edits. GlassesGAN
allows to chain edits in different latent subspace directions without
affecting the realism of the results or introducing artifacts.

eye appearance, and thickness. Note that each of the edits
is visually convincing and creates distinct appearances.

Multiple chained edits. Next, we show that the latent
subspace directions exploited by GlassesGAN are disentan-
gled enough (due to the orthogonality of the learned sub-
space) to allow multiple chained edits to an image. For ex-
ample, in Figure 6, we show that eyeglasses can be sequen-
tially squared, thickened, and then shrunk. This chained
editing procedure allows for the generation of unique ap-
pearances of glasses and fine-grained control over the edit-
ing procedure - a characteristic unique to our framework.
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Figure 7. Examples of color-related edits with GlassesGAN.
The example of the left adds glasses to the face, changes the color,
and then squares frames using the learned edit vectors. The right
example first adds the glasses and then changes the color.

Figure 8. Comparison to the state-of-the-art. The examples
show that GlassesGAN generates convincing results with minimal
(or no) changes in identity. Squared pixel differences between the
originals and edits are shown to highlight modified image areas.

Color change. In Figure 7 we demonstrate the ability
of GlassesGAN to also capture attributes beyond the shape
of the glasses. Specifically, by using colored augmentations
for the glasses templates used in the SAD mechanism, we
obtain frame-color control that is (reasonably well) disen-
tangled from our suite of frame shape edits. This speaks of
the flexibility of the framework and points to the potential
for supporting further editing attributes if required.

4.4. Comparison to the State-Of-The-Art

We compare GlassesGAN to three (related) state-of-the-
art image-editing techniques utilizing GANs, i.e.: Inter-
FaceGAN [37], MaskGAN [27] and GANSpace [15]. We
note that the overall objective of GlassesGAN (i.e., custom
design of glasses with visual feedback) is distinct, so no di-
rect competitors are available in the literature. We, there-
fore, select the listed methods as our baselines, as they are
able to add glasses (on/off) to facial images and (in some
cases) ensure limited amounts of appearance control.

Visual comparison. In Figure 8 we present results with
a couple of left-out test images from the CelebA-HQ dataset
To ensure a fair comparison, we use publicly released code
for the baselines and set the hyperparameters in a way that
ensures optimal visual results. Additionally, we select a dis-

Table 2. Comparison to the state-of-the-art. GlassesGAN out-
performs all baselines on both test datasets across nearly all per-
formance indicators by a wide margin. The arrow (↓↑) indicates if
lower or higher scores imply better performance.

Method CelebA-HQ
MSE (↓) IDS (↓) FID (↓)

InterfaceGAN [37] 0.0173± 0.0058 0.5789± 0.1026 58.15
MaskGAN† [27] 0.0149± 0.0064 0.6568± 0.0975 53.11
GANSpace [15] 0.0153± 0.0064 0.4842± 0.1060 40.45
GlassesGAN (ours) 0.0029 ± 0.0009 0.1707 ± 0.0625 26.02

Method SiblingsDB-HQF
MSE (↓) IDS (↓) FID (↓)

InterfaceGAN [37] 0.0099± 0.0022 0.5780± 0.0790 80.64
GANSpace [15] 0.0085± 0.0030 0.5047± 0.0883 60.79
GlassesGAN (ours) 0.0029 ± 0.0007 0.1589 ± 0.0478 45.83
†Requires a specific segmentation map not available for SiblingsDB-HQf.

Figure 9. User-study results. Raters were asked to choose the
method with the best identity preservation (Q1), eyeglasses qual-
ity (Q2), realism (Q3), and overall try-on result (Q4). Note that
MaskGAN requires a specific segmentation map not available for
SiblingsDB-HQf and is, therefore, not included in the right graph.

crete setting (i.e., appearance of glasses) for GlassesGAN
that results in the addition of glasses similar to those pro-
duced by the competing methods. As can be seen from the
results, all methods generate realistic eyeglasses, but except
for GlassesGAN also introduce significant identity changes.
While this is a common issue with latent-space based tech-
niques, our framework avoids such problem through the use
of blending, which leads to excellent edit locality compared
to the baselines. In contrast, the baseline methods introduce
undesirable global changes to the facial appearance, as also
highlighted by the squared pixel differences in Figure 8.

Quantitative comparison. Next, we perform a quantita-
tive comparison with the state-of-the-art on the designated
(left-out) images from the CelebA-HQ and SiblingsDB-
HQf datasets. We add glasses to the test images, us-
ing a similar procedure as for the visual comparison dis-
cussed above. Following established evaluation methodol-
ogy [27,32], we analyze the results in Table 2 from four dif-
ferent perspectives: (i) through Mean Square Error (MSE)
scores, computed between the original and edited images, to
quantify unwanted pixel-level changes in the edited images,
(ii) through Identity Discrepancy Scores (IDS), measured
with Euclidean distances of the embeddings produced by a
pre-trained ArcFace model [4] from the original and edited
samples, to capture potential identity changes, introduced
by the editing, (iii) through Fréchet Inception Distances
(FID) [13] with the original input samples that reflect the
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Table 3. Ablation-study results. The left table shows results with
(w) and without (w/o) image blending, and the right with (w) and
without (w/o) subspace tuning.

GlassesGAN CelebA-HQ
Version MSE (↓) IDS (↓) FID (↓)

w/o Blending 0.0161 0.6231 80.72
w Blending 0.0029 0.1707 26.02

GlassesGAN CelebA-HQ
Version ERS [in %]

w/o Tuning 29.12%
w Tuning 6.22%

realism and quality of the edited images, and (iv) through a
user study with 4, 704 responses from 12 human evaluators.
For the study, evaluators were shown randomly selected test
images and randomly ordered edits from each method and
asked to choose the best identity preservation (Q1), quality
(Q2), realism (Q3), and overall try-on result (Q4).

From the results in Table 2 and Figure 9, we observe
that GlassesGAN leads to significantly lower MSE scores
on both datasets, suggesting that the GlassesGAN edits are
closest to the originals among all tested methods. Our ap-
proach also has substantially less identity drift from the edit-
ing process, as shown by the IDS scores that are lower by a
factor of 3 compared to the closest competitor and the aver-
age user preference of 99% on Q1. Additionally, the edited
images generated by GlassesGAN result in the highest per-
ceptual similarity to the original samples among all tested
methods, as evidenced by the lowest observed FID scores
(see Table 3 for results without blending). Finally, the user
survey results in Figure 9 show a general user preference
for GlassesGAN over the baseline methods.

4.5. Ablation Studies

We present ablation studies that investigate the impact of
(i) image blending and (ii) subspace initialization.

Image blending. The purpose of image blending is to
improve the preservation of the subjects’ identity and the lo-
cality of the edits. Focusing on image identity first, we com-
pare the average IDS scores between the original and edited
images with (w) and without (w/o) blending. As we show
on the left part of Table 3, blending substantially reduces
the average identity discrepancy. Furthermore, it also re-
duces the MSE scores by more than 5× and the FID scores
by more than 3×. These results are further supported by
the visual results on the left of Figure 10, where blending is
again seen to have a beneficial effect on the editing output.

Subspace initialization. The subspace initialization
procedure is designed to improve the robustness of glasses
manipulations by normalizing the latent-space edits dynam-
ically on a per-sample basis to constrain the edited latent
embeddings to the well-defined part of the learned sub-
space. To quantify the effectiveness of this solution, we
develop a performance measure, we refer to as Edit Robust-
ness Score (ERS). ERS is defined as the probability that a
latent-space edit fails because it is not conducted within the
relevant edit space, which in turn leads to editing outputs
without glasses. Failed edits with missing glasses are iden-

Without Blending Original With Blending Without SI Original With SI

Figure 10. Visual ablation-study results. The left images show
sample results with (w) and without (w/o) image blending, and the
right w and w/o subspace initialization.

Figure 11. Illustration of limitations. Each presented pair shows
the original image on the left and the edited one on the right. Parser
errors, occlusions, and unusual image characteristics are the main
causes of weaker results with a small fraction of the test images.

tified with a face parser (S) based on the area of the glasses
frames, and the failure probability is estimated on the test
images of CelebA-HQ. As can be seen from the right part
of Table 3, the subspace initialization helps to reduce ERS
scores by a factor close to 5× and makes the editing pro-
cess significantly more consistent. This can also be seen
from the visual example on the right of Figure 10.

4.6. Limitations

In Figure 11, we present some limitations of Glasses-
GAN. Because the framework relies on a face parser S,
parser errors may affect the visual quality of the generated
results. In the left most example, we see that eyebrows are
segmented as part of the frames, leading to changes in ap-
pearance. In the middle example, an incorrectly estimated
frame area results in improper subspace tuning and poorly
visible glasses. In the right, we see that rare occlusions by
hair may result in glasses rendered in front of instead of be-
hind the hair. While the visual quality of these examples
is still reasonable, such errors are expected to benefit from
future advancement in the auxiliary models, e.g., parser S.

5. Conclusion
In this paper, we presented GlassesGAN, a framework

for facial image editing that allows the addition of differ-
ent styles of glasses to input images and continuous edit-
ing of their appearance. Extensive experiments over diverse
test datasets showed that GlassesGAN yields convincing
edits across images with rich appearance variations, while
comparing favorably to competing methods. Even though
the framework was designed to allow custom creation of
glasses, facial editing technology in general may also have
unintended negative social impact as the modified images
could be misused for public shaming, fraud, and manipulat-
ing public option. Proper safeguards, therefore, need to be
taken when deploying such technology in practice.
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