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Abstract

The goal of few-shot learning is to learn the general-
ization from seen to unseen data with only a few samples.
Most previous few-shot learning methods focus on learn-
ing the generalization within particular domains. However,
the more practical scenarios may also require the gener-
alization ability across domains. In this paper, we study
the problem of few-shot domain generalization (FSDG),
which is a more challenging variant of few-shot classi-
fication. FSDG requires additional generalization with
larger gap from seen domains to unseen domains. We
address FSDG problem by meta-learning two levels of
meta-knowledge, where the lower-level meta-knowledge is
domain-specific embedding spaces as subspaces of a base
space for intra-domain generalization, and the upper-level
meta-knowledge is the base space and a prior subspace
over domain-specific spaces for inter-domain generaliza-
tion. We formulate the two levels of meta-knowledge learn-
ing problem with bi-level optimization, and further develop
an optimization algorithm without higher-order derivative
information to solve it. We demonstrate our method is sig-
nificantly superior to the previous works by evaluating it on
the widely used benchmark Meta-Dataset.

1. Introduction
Traditional few-shot classification addresses the problem

of learning to classify unseen classes through knowledge of
seen classes, and it is based on the i.i.d. assumption, corre-
sponding to the practice that test (unseen) classes are con-
sistently sampled from the same dataset (domain) as train-
ing (seen) classes. We refer to this generalization across
classes of the same domain as intra-domain generalization.
In real-life, how to achieve further generalization when fac-
ing unseen data from unknown domains may be a problem
with more practical interest.

The recently attention-grabbing problem few-shot do-
main generalization (FSDG) [5, 6, 28, 50] is to learn a uni-

versal model via multiple training domains (e.g., cat breeds,
traffic signs and textures) for good generalization to novel
classes from a wide range of domains, both in- and out-
of-domain. FSDG learns novel classes across domains,
and solves few-shot classification problem at an upper level
involving more general domain distribution. It is inter-
domain generalization, which is downward compatible with
intra-domain generalization.

Typically, the generalization ability of previous few-shot
works is obtained by virtue of meta-knowledge [15, 53]
learned through meta-learning. ProtoNet [48], a meta-
learning metric-based method, learns an embedding space
as meta-knowledge, in which instances gather around a pro-
totype representation for each class. Such meta-knowledge
is learned with the assumption that all data comes from one
domain, and the generalization ability is required within the
domain. [19] shows that ProtoNet is only better adapted to
intra-domain generalization of a single domain, but leads
to a negative gain in inter-domain generalization based on
multiple known domains. It is manifested in that the model
co-learned by multi-domain data is worse than respective
models trained by each single domain on in-domain test
data, and that the generalization to out-of-domain data is
also poor. Most previous works [6, 11, 44] on FSDG tackle
the challenges by learning a flexible embedding space with
task-adaptive modules based on ProtoNet, which can be
seen as learning meta-knowledge that is more generalized
to domain-agnostic data than that of ProtoNet. But we
first argue that such a stronger meta-knowledge learned
in previous works is not effective enough for solving si-
multaneously in- and out-of-domain tasks with larger and
smaller generalization gaps respectively , and second that
the challenges about the negative gain and poor generaliza-
tion arise because the meta-knowledge learning is not con-
sidered at two levels, inter- and intra-domain levels, where
inter-domain meta-knowledge applicable to all domains is
more meta-level than intra-domain meta-knowledge.

To this end, to solve inter-domain generalization com-
patible with intra-domain generalization, we propose to
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Figure 1. (a) Images from different domains in Meta-Dataset [51].
(b) A shared embedding space for all domains. (c) Subspaces of a
base space as domain-specific embedding spaces.

learn two levels of meta-knowledge, where lower-level
intra-domain meta-knowledge is built on upper-level inter-
domain meta-knowledge. Specifically, we treat a base fea-
ture space as inter-domain meta-knowledge, and then, we
model the lower-level intra-domain meta-knowledge with
low-rank subspaces of the base feature space, i.e., intra-
domain embedding spaces, due to the variability of discrim-
inative features across domains, as shown in Figure 1(c).
For a test task from one domain, we need to find the op-
timal domain-specific embedding space based on the base
space for classification. Naturally, we use a bi-level opti-
mization framework [9] for it, where the upper layer learns
the base feature space and the lower layer learns a sub-
space for each specific domain. In addition, for fast adap-
tation or over-fitting prevention on specific domains in the
lower level, we not only learn small-capacity subspace or-
thogonal projections as subspace representation to project
base features, but also propose another inter-domain meta-
knowledge, namely a prior subspace. It is used for regular-
ization shared across domains such that the lower optimiza-
tion can converge rapidly to the optimal solution on each
domain. We use projection metric on the Grassmann mani-
fold in the regularization term. How to solve this optimiza-
tion problem with multi-domain data? We develop an algo-
rithm without higher-order derivative information to learn
the upper-layer parameters. Through such a mechanism, a
more general base feature extractor and a prior subspace are
learned, as well as specific subspaces for all seen domains.

2. Related works
Few-shot classification Early few-shot classification
methods are mainly divided into metric-based [41, 46, 49,
57] and optimization-based [3, 10, 16, 20, 26, 29, 31] meth-
ods. The most representative works are ProtoNet [48] and

MAML [12], respectively. ProtoNet tackles the problem
by learning a universal embedding space for a specific do-
main such that the distance between images on the embed-
ding space is consistent with their semantic distance, but it
cannot adapt to the problem of multi-domain learning and
generalization. Our work proposes an upper-level meta-
knowledge over embedding spaces for multiple domains.
MAML learns a group of initialization parameters suitable
for all tasks through bi-level optimization mechanism. In
our method, we also use the mechanism, but we learn two
levels of meta-knowledge, both inter- and intra-domain.

Multi-domain learning The goal of multi-domain learn-
ing in the visual field is to train a single model to handle
multiple visual domains. If data per domain is relatively
small and the domains are similar, this common learning of
a single model will improve performance across domains
than training a separate model for each domain [30]. How-
ever, when there is more data and differences between do-
mains are significant, the shared model trained by multiple
domains does not perform as well as the individual model
of each domain [42, 55]. To solve this problem, most of the
traditional methods in multi-domain learning develop a tun-
able deep network architecture with shared parameters and
domain-specific parameters, where shared parameters are
generally universal representations [42](i.e. feature extrac-
tor) learned by all domains together, and domain-specific
parameters are generally small-volume modules learned by
each domain data separately, such as adapter residual mod-
ules in [42], serial and parallel residual adapters in [43] and
feature critic network in [30].

Few-shot domain generalization Recently, some com-
munities have made different attempts based on the chal-
lenging FSDG. The first type is to learn multiple single-
domain models and adaptively select features from mul-
tiple model outputs for classification by a feature selec-
tion strategy during meta-testing. SUR [11] automatically
learns the weights of multiple outputs for feature selection
based on the support set and URT [33] proposed a meta-
learning layer that can dynamically re-weights and com-
poses the most appropriate domain-specific representations
in the meta-test phase. The methods have good performance
and are simple to implement, but in them, the model storage
is large and multiple forward passes lead to high computa-
tional efficiency. Another common class of approaches are
to learn a shared network with small-capacity task-specific
adaptors, whose parameters are usually finetuned or pre-
dicted through a meta auxiliary network conditioned on the
support set. CNAPS [44] uses a pre-trained feature extractor
augmented with FiLM layers [40] and a few-shot adaptive
classifier based on conditional neural processes (CNP) [13].
The FiLM layers are adapted for each task using support
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images. URT [33] learns a shared feature extractor and re-
spective FiLM layers for seen domains. It can provide the
initialization of FiLM parameters for new tasks by convexly
combining those parameters of seen domains at meta-test
time. In addition to the above methods, URL [27] learns a
universal feature extractor by distilling knowledge of mul-
tiple domain-specific models. TSA [28] mainly discusses
the ways to quickly adapt during meta-testing. It attaches
a parametric transformation to each layer based on the ex-
isting meta-training models like URL just mentioned. The
transformation can be constructed by a serial or a residual
topology and can be parameterized with matrix multiplica-
tion or channel-wise scaling.

Subspace learning for few-shot learning [4, 47] learn a
subspace of the full feature space for each class and com-
pute the projection distances of testing images in each sub-
space for classification. Our work is to learn a more dis-
criminative subspace for each specific domain. [2] makes
the weight vectors of the new classes close to those of the
old classes by subspace regularization. However, we bring
the subspace representations of different domains close to
a central representation. Although [58] also learns a dis-
criminant subspace, we learn intra-domain subspaces and
inter-domain subspace based on the geometric relationship.

3. Problem setting and preliminaries
Few-shot classification aims at learning a model by old

classes to identify novel classes with a lack of labeled data
in a meta-learning paradigm. FSDG inherits the objective
and paradigm, except that the generalization gaps across
classes are different. In this section, we first review the
setting and terminology of few-shot classification. Then,
we introduce non-episodic meta-training related to our pro-
posed method, and describe our focus problem, FSDG.

Few-shot classification setting Given a single domain D,
we have base classes from D, and expect to learn such a
model in the meta-training phase that can be rapidly adapted
to identifying novel classes with learned meta-knowledge.
The core idea of most current popular few-shot methods
is the episodic learning simulating few-shot scenarios. In
few-shot studies, meta-training and meta-testing data con-
sist of a large number of tasks (episodes) {T train

t }Mt=1 and
{T test

t }Mt=1 sampled from base classes and novel classes of
D, respectively. Each task T contains a support set S and
query set Q, where S is used for fast adaptation. The well-
known N -way K-shot tasks mean that their support sets
have N base classes, each of which has K instances, i.e.,
S = {{(xj

i , y
j
i )}Ki=1}Nj=1, where (xj

i , y
j
i ) represent an im-

age and its corresponding label. In order to verify the gen-
eralization ability of the model, it is required that base and

novel classes do not overlap.

Non-episodic learning in meta-training Most few-shot
methods train a meta-learner by episodic learning as men-
tioned above, even though base classes are indeed many-
shot. It has been demonstrated that in the case of many-shot
datasets, episodic learning is not necessary. It can lead to a
data-inefficient way of exploiting training batches [22], and
the feature extractor trained by the mechanism is inferior to
that trained in classical multi-class classifier [56]. Accord-
ingly, we follow the non-episodic learning, that is our model
will be directly trained in the conventional way of learning a
standard multi-class classifier rather than by learning a large
number of episodes.

Few-shot domain generalization As a variant of few-
shot classification, its challenge lies in more multi-level
generalization gaps, both in- and out-of-domain. In par-
ticular, given multiple domains D1, D2, ..., DN , we need
to solve in-domain generalization tasks from novel classes
of D1, D2, ..., DN , and out-of-domain generalization tasks
from unseen domains in the meta-testing phase.

4. Proposed method
For FSDG problem involving multi-level generalization

gaps owing to in- and out-of-domain generalization tasks,
we propose two levels of meta-knowledge learning rely-
ing on bi-level optimization, where the upper optimization
learns upper-level inter-domain meta-knowledge and the
lower optimization learns lower-level intra-domain meta-
knowledge. First, we show the defined notation in §4.1
used in our method. Then in §4.2, we introduce the projec-
tion metric of subspaces on the Riemannian manifold and
use it to measure the geodesic distance between two sub-
spaces in our regularization norm. In §4.3, we will intro-
duce our meta-problem relying on a bi-level optimization
formulation to learn the two levels of meta-knowledge, and
we develop an optimization algorithm without higher-order
derivative information to solve it.

4.1. Notation definition

In our model as Figure 2, a randomly sampled image x
from a random domain Dk passes through the base feature
extractor fθ with parameters θ to be a n-dimensional vector
fθ(x). We define the space spanned by all possible fθ(x)
as a base feature space, also known as inter-domain meta-
knowledge for generalization across domains. Base on
the base feature space, we expect to learn domain-specific
embedding spaces as intra-domain meta-knowledge for in-
domain generalization. We model domain-specific embed-
ding spaces using subspaces of the base feature space, so we
need to learn orthogonal projection Pk ∈ Rn×n for specific
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Figure 2. The overall framework of our meta-problem. The lower-layer optimization performs intra-domain meta-knowledge learning and
upper-layer optimization aims at learning inter-domain meta-knowledge.

subspace Sk about Dk and then project fθ(x) onto Sk to
be Pkfθ(x), which is finally taken in the domain classifier
hϕk

with parameters ϕk of Dk.
In addition to inter-domain meta-knowledge fθ, we pro-

pose a prior subspace with projection PC over all domain-
specific subspaces, used in a regularization term of domain-
specific subspace learning as another inter-domain meta-
knowledge for fast adaptation of intra-domain knowledge.

4.2. Projection metric on Grassmann manifold

The set of all m-dimensional linear subspaces of D-
dimensional space RD (0 < m ≤ D) is not a Euclidean
space, but a Riemannian manifold known as Grassmann
manifold G(m,D), which is a smooth surface embedded in
a high-dimensional Euclidean space. [1, 25] discuss the ge-
ometric properties and structure of Grassmann manifolds.
With its smooth characteristic, the distance between two
subspaces is a geodesic distance. In addition, subspace
orthogonal projections can represent elements on a Grass-
mann manifold one-to-one. For the convenience of tak-
ing derivatives in optimization, we will use the projection
metric δ2P [14] as our subspace metric, that is popular and
approximates the geodesic metric on G(m,D). The δ2P :
G(m,D)× G(m,D) → R+ is defined as

δ2P (U, V ) = ∥PU −PV ∥2F
= tr[(PU −PV )

⊤(PU −PV )],
(1)

where ∥ · ∥F denotes the Frobenius norm and U, V are two
subspaces with orthogonal projections PU ,PV .

4.3. Meta-problem relying on bi-level optimization

Meta-problem formulation Then we introduce our op-
timization problem with (1). Given a domain distribution
D, we hope to learn a base feature extractor fθ and a
prior projection PC of a prior subspace so that when fac-
ing with a new domain Dk sampled from D, Dk-specific
subspace projection Pk around the prior and the domain-
specific multi-class classifier hϕk

taking in feature vectors
projected can be found by the following learning:

min
Pk,ϕk

LDk
(θ,Pk, ϕk) +

λ

2
∥Pk −PC∥2F , s.t. Pk ∈ A,

(2)
where LDk

is the empirical classification risk (i.e., cross
entropy cost function) for the current domain Dk, and A
is the set whose elements satisfy the properties of n × n
orthogonal projections [37] and the same below.

And then, we naturally use a meta-learning approach re-
lying on bi-level optimization to solve the base feature ex-
tractor and prior learning problem, which takes the form
stochastically:

min
θ,PC

EDk∼D[ min
Pk,ϕk

LDk
(θ,Pk, ϕk) +

λ

2
∥Pk −PC∥2F ]

s.t. PC ∈ A,
(3)

The goal of the lower level learning in (3) is to find the
optimal domain-specific projection matrix around the prior
PC and ϕk, while in the upper level, the models tune θ
and PC with a series of biased {ϕk,Pk}Nk=1 for some sam-
pled domains such that PC is geometrically closer to all in
{Pk}Nk=1.
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In practice, we have some diverse domains (datasets in
experiments) {Dk}Nk=1 drown from D. Using them, our
aims are to learn inter-domain meta-knowledge fθ and PC ,
as well as intra-domain meta-knowledge {Pk}Nk=1 for the
seen domains. Notably, learning orthogonal projections of
the subspaces in (3) directly will result in a constrained op-
timization problem, so for simplicity, that is done by learn-
ing a set of basis vectors W ∈ Rn×m of a m−rank sub-
space (m ≤ n, is also a hyperparameter) for each domain
and further generating an orthogonal projection matrix P
by g(W):

g(W) = W(W⊤W)−1W⊤. (4)

The final empirical bi-level optimization problem called
2LM for our objective is:

min
θ,WC

N∑
k=1

min
Wk,ϕk

{LDk
(θ,Wk, ϕk)+

λ

2
∥g(Wk)−g(WC)∥2F }.

(5)

Meta-optimization We use stochastic gradient descent
(SGD) method for our meta-problem. In the lower-
layer learning, assume that we can find its optimal
parameters({W∗

k, ϕ
∗
k}) approximately after lower opti-

mization for each iteration. Then we can perform SGD on
meta-parameters (θ,WC) avoiding higher-order derivative
information computing, and we establish the following sim-
ple lemma to explain it. First, we define Fk(θ,WC) =
min

Wk,ϕk

LDk
(θ,Wk, ϕk) +

λ
2 ∥g(Wk)− g(WC)∥2F .

Lemma 4.1. Assume that LDk
is differentiable and

(W∗
k, ϕ

∗
k) is the unique minimizer of Fk(θ,WC). Then

the gradient components of the meta-loss Fk with respect
to θ and WC are given by ∂Fk

∂θ =
∂LDk

(θ,W∗
k,ϕ

∗
k)

∂θ and
∂Fk

∂WC
= λ(∂g(WC)

∂WC
)⊤[g(WC) − g(W∗

k)], which are no
higher-order derivative information.

The lemma’s proof is provided in Appendix. The lemma
lays the groundwork for our meta-optimization and shows
the gradient expression of the meta-loss in (5) with re-
spect to θ and PC when using mini-batch proximal learn-
ing in the lower level optimization. At the t-th iteration,
we sample mini-batch images for each domain {X(t)

k }Nk=1

and then carry out mini-batch proximal learning for the
lower-level parameters. Here we expect to find its opti-
mal parameters {(W(t)

k )∗, (ϕ
(t)
k )∗}Nk=1, but it is difficult to

achieve. We choose an sub-optimal value as a substitute,
and to do so, we use a warm-start approach, that is using
the result of the previous optimization as the initialization
of this optimization, and perform a few gradient updates to
get {(W(t)

k )∗, (ϕ
(t)
k )∗}Nk=1 due to mini-batch data and small

capacity nature of these parameters compared to the back-
bone. According to the lemma 4.1, we can develop an algo-
rithm 1 to optimization (5) without higher-order derivative
information.

Algorithm 1 SGD based optimization for 2LM.

Input: N seen domains {Dk}Nk=1, learning rates α, β
1: Randomly initialize WC , θ, {Wk}Nk=1,{ϕk}Nk=1

2: while not done do
3: Sample N mini-batch images {(Xk,Yk)}Nk=1

4: from {Dk}Nk=1, respectively
5: for (Xk,Yk) ∈{(Xk,Yk)}Nk=1 do
6: Compute a approximate minimizer W∗

k and ϕ∗
k

7: to the lower-level optimization by few-step
8: GD update
9: end for

10: Update upper-level meta parameters by the lemma
11: 4.1
12: WC = WC − α 1

N

∑N
k=1

∂Fk

∂WC

13: θ = θ − β 1
N

∑N
k=1

∂Fk

∂θ
14: end while

4.4. Few-shot tasks adaptation in the meta-testing
stage

In the meta-testing phase, we address few-shot tasks as
setting in §3, and the few-shot tasks can be drowned from
novel classes of the seen domains during meta-training or
other unseen domains.

For a task Tt belonging to the seen domain k, we
freeze the general feature extractor fθ and the k-th domain-
specific projection Pk, and then identify query set based
on support set. While for a task Tt of unseen domains, we
expect to find an appropriate subspace near the central sub-
space to prevent overfitting, so we only freeze the general
feature extractor and finetune the subspace basis with sup-
port set St as follows:

min
Wt

{LSt(θ,Wt) +
λ

2
∥g(Wt)− g(WC)∥2F }. (6)

At this stage, we use Nearest-Centroid Classifier (NCC)
classifier following those of the previous methods [11, 27,
36, 48, 50]. By (7) an embedding center is calculated for
each category of a few-shot task using the support set. And
then, the classification probabilities are calculated based on
the distances between the query images and embedding cen-
ters. The m-th category center in support set St is:

cm =
1

K

K∑
k=1

Pfθ(x
m
k ), (7)

where fθ and Pt are the base feature extractor and domain-
specific projection generated by the corresponding Wt.
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And for an unseen image x, we estimate the probability that
it belongs to category m by:

p(y = m|x) = exp(d(Ptfθ(x), cm))∑
j exp(d(Ptfθ(x), cj))

, (8)

where d(, ) is the negative cosine similarity.

TSA evaluation TSA [28] specifically studies evaluation
methods for meta-testing. It attaches additional adapters
like transformation matrices for intermediate feature layer
on already meta-trained models (e.g., URL [27]) and up-
dates them by the support sets of new tasks for fast adap-
tation. During meta-testing, we also apply TSA method to
validate the effectiveness of our model than others.

5. Experiments
5.1. Dataset and implementation

Meta-Dataset [51] It is a large-scale benchmark that has
been widely used in recent years for few-shot domain gen-
eralization through multiple domains. It contains a total of
10 diverse datasets, ImageNet [45], Omniglot [23], Aircraft
[35], Birds [54], Textures [8], QuickDraw [18], Fungi [7],
VGG Flower [38], Traffic Signs [17] and MSCOCO [32],
where the first eight are seen training domains and the last
two are unseen testing domains. Following the previous
works [27, 28, 50], we also add three additional datasets in-
cluding MNIST [24], CIFAR10 [21] and CIFAR100 [21],
which are used as unseen testing domains. Notably, instead
of generating the traditional N -way K-shot few-shot tasks,
the benchmark yields realistically imbalanced episodes of
variable shots and ways by special sampling procedures
[51]. We apply the complex generation approach during
meta-testing.

Implementation details We adopt ResNet-18 as the gen-
eral feature extractor follow the previous few-shot domain
generalization works [13, 27, 28]. We use fully connected
layers as the classifiers of seen domains during meta-
training. And we use 512 × k (k < 512, e.g., 384) low-
rank matrices as domain-specific subspace basis for gener-
ating domain-specific orthogonal projections. To prevent
singularity during the process, we replace (W⊤W)−1 in
(4) with (W⊤W + ϵI)−1, where ϵ is 10−12. For bi-level
optimization in (5), we set λ = 0.001, and use stochastic
gradient descent with momentum as the optimizer and the
cosine annealing learning scheduler following the training
protocol of SUR [11] in the upper layer. The number of it-
erations is 240000. While in the lower-layer optimization
of each iteration, we use a warm-start approach that is us-
ing the last optimization result as the initialization of this
optimization, and perform a few stochastic gradient updates

for sub-optimal value, e.g., 2 or 5 step. We use the PyTorch
package [39] with automatic differentiation in our imple-
mentation. We refer to supplementary for more details.

5.2. Evaluation

To evaluate the learned inter-domain meta-knowledge
and intra-domain meta-knowledge in our model, we per-
form 600 testing tasks sampled randomly for each domain
of Meta-Dataset. And we show that in- and out-of-domain
performance by averaging the results of seen and unseen
domains, respectively.

Comparisons with the previous works The models to be
compared with ours are shown in the Table 1. First, we in-
troduce two baseline models, SDL and MDL, respectively.
SDL represents N models learning N single embedding
spaces for N seen domains {Dk}Nk=1 respectively by op-
timizing feature extractor θ and classifier ϕk in (9):

min
θ,ϕk

LDk
(θ, ϕk). (9)

Similarly, MDL is a multi-domain model trained straight-
forwardly using the data from N seen domains {Dk}Nk=1

by optimizing (10):

min
θ,{ϕk}N

k=1

N∑
k=1

LDk
(θ, ϕk). (10)

What’s more, we compare to the previous SOTA works, in-
cluing CNAPS [44], ProtoMAML [51], Simple CNAPS [6],
SUR [11], URT [33], FLUTE [50], Tri-M [34], Tri CNAPS
[5], URL [27], TSA (TSA evaluation on URL) [28]. The
last two columns in the table are the results of our method on
the Meta-Dataset. 2LM represents our model with our own
meta-training and meta-testing method, and 2LM+TSA rep-
resents our model applying TSA evaluation method as men-
tioned in §4.4. It can be seen that our method achieves the
state-of-the-art both in- and out-of-domain performance.

Specifically, we can find that despite richer data, MDL
does not perform as well as SDL on most datasets, which is
due to the difference of embedding spaces across domains.

Our models outperform than MDL on both in- and out-
of-domain performance, which proves that our method does
effectively learn the base feature space across domains and
intra-domain embedding spaces of seen domains, leading
to improve inter- and intra-domain generalization. And our
models are even superior to SDL of seen domains, so we
believe that our upper inter-domain meta-knowledge has a
positive impact on lower intra-domain meta-knowledge of
seen domains. From the results, it can also be said that the
superiority of rich data missed in MDL is excavated by our
method. In addition, we can find that the models applying
TSA evaluation method including URL and 2LM exhibit
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outstanding performance, and we guess that it is related to
the addition of an appropriate amount of adaptive param-
eters, which improves the adaptation space without over-
fitting. Compared to the last state-of-the-art model URL,
which is obtained through knowledge distillation of multi-
ple single-domain models, our model has good scalability
for larger datasets, yet set a new state of the art.

Analysis of base feature space learning with intra-
domain meta-knowledge We explore the effect of the
different subspace projections on the base feature extractor
fθ when performing the upper optimization. First, assume
that the outputs of fθ are directly used as the input of the
classifiers across domains. For an instance x of domain Dk,
y = fθ(x), and the partial derivatives of classification loss
L with respect to θ according to the chain rule are:

∂L
∂θ

= (
∂y

∂θ
)⊤

∂L
∂y

. (11)

But when we project y onto specific subspace of Dk by
orthogonal projection P∗

k in the upper layer: z = P∗
ky, the

partial derivatives become:

∂L
∂θ

= (
∂z

∂θ
)⊤

∂L
∂z

= (
∂y

∂θ
)⊤(P∗

k)
⊤ ∂L
∂z

. (12)

We can note that there is an extra term in the partial deriva-
tives about domain Dk, i.e. (P∗

k)
⊤, which is learned in the

lower layer. We argue that these terms of different domains
warp the gradient space to prevent gradient interference and
learning instability of feature extractor parameters θ due to
simultaneous learning of different domains, because if the
warped gradients of current domain are orthogonal to fea-
tures of other domains, it will not negatively affect feature
learning in other domains. Consequently, our base feature
extractor is more general and can learn more wide features.
We quantitatively analyze this finding by comparing the ex-
periment with MDL. Specifically, we only use the base fea-
ture extractor fθ of our model and that of MDL to complete
few-shot testing with NCC-MD classifiers proposed by [6].
The average results of all domains are 72.60 and 71.38, so
our base feature extractor is more expressive.

5.3. Ablation studies

We examine three major determinants of our model: (a)
the two levels of meta-knowledge learning setting, (b) the
dimension of domain-specific subspaces, i.e., the rank m
of basis vector matrix W, and (c) the number of steps for
gradient update in the lower layer.

Effectiveness of two levels of meta-knowledge learning
setting Depending on the learned meta-knowledge, we
build two other comparison models based on 2LM: MDL

and 2LM_S. MDL is the vanilla multi-domain model by op-
timizing (10), which is seen as learning one level of meta-
knowledge. MDL deals with both in- and out-of-domain
test tasks by learning specific subspaces through support set
without regularization.

2LM_S is a model without the inter-domain prior sub-
space from the upper optimization, and it can learn base fea-
ture space and further domain-specific subspaces by (13),

min
θ

N∑
k=1

min
Wk,ϕk

LDk
(θ,Wkϕk), (13)

which solves in-domain test tasks like 2LM model does, and
out-of-domain tasks by learning specific subspaces with-
out regularization in the same way as MDL. See the re-
sults in Table 2. Comparing 2LM_S with MDL, we can
find that domain-specific subspaces as intra-domain meta-
knowledge of 2LM_S improve the discrimination in their
respective domains because 2LM_S outperforms MDL for
in-domain generalization, and it promotes the learning of
the base feature extractor, as discussed in §5.2, so the results
of 2LM_S for out-of-domain generalization are also bet-
ter than MDL. Furthermore, our model, 2LM has one more
kind of inter-domain knowledge namely prior subspace than
2LM_S, and it is superior to 2LM_S overall from the re-
sults. This fits with our goal that the prior subspace can be
used a regularization to learn a more precise intra-domain
projection representation, further contributing to the power
of the base feature extractor. Meanwhile, to verify the ef-
ficiency of the learned prior subspace of 2LM for out-of-
domain generalization, we perform out-of-domain test tasks
without the regularization of prior subspace on 2LM and
the results are in the last column of Table 2. Compared to
2LM_Noreg, the better out-of-domain performance of 2LM
with regularization is in line with our expectation that the
prior subspace improves the out-of-domain generalization.

Impacts of the subspace dimension and gradient up-
date step number in the lower-layer optimization In
our method, the subspace dimension, i.e., the rank m of the
basis vector matrix W is a hyperparameter. We find that
settings with larger-value m give better results, probably
because subspaces with higher dimension contain more fea-
ture information, while too high values lead to over-fitting.
We use 384 in our model. In addition, number of steps n for
gradient update in the lower layer is also a hyperparameter.
A good choice for n in our model is 2 according to attempts
already made. The relevant experimental results are in the
Appendix.

5.4. Qualitative results

In order to verify the influence of different specific sub-
space projections on the spatial distribution of feature vec-
tors across domains, we use the t-Distributed Stochastic
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Table 1. Comparisons to baselines and the previous state of the art on Meta-Dataset. Mean accuracy and 95% confidence interval are
reported. All results are obtained during meta-testing phase. The test tasks of the first eight domains seen in the meta-training phase belong
to in-domain generalization, while the last five unseen domains are out-of-domain generalization. We also report average accuracy for in-
and out-of-domain generalization, as well as overall accuracy for all domains. Following the previous work [27, 51], the average rank of
all methods is computed and shown in the table.

Dataset CNAPS ProtoMAML Simple CNAPS SUR URT FLUTE Tri-M Tri CNAPS URL URL+TSA MDL SDL 2LM 2LM+TSA

ImageNet 50.8± 1.1 49.5 58.4± 1.1 56.2± 1.0 56.8± 1.1 58.6 ± 1.0 51.8± 1.1 57.9± 1.1 57.5± 1.1 57.4± 1.1 52.3± 1.1 55.8± 1.0 58.0± 3.6 58.4 ± 1.6
Omniglot 91.7± 0.5 63.3 91.6± 0.6 94.1± 0.4 94.2± 0.4 92.0± 0.6 93.2± 0.5 94.3± 0.4 94.5± 0.4 95.0± 0.4 94.0± 0.5 93.2± 0.5 95.3 ± 1.0 95.4 ± 0.8
Aircraft 83.7± 0.6 55.9 82.0± 0.7 85.5± 0.5 85.8± 0.5 82.8± 0.7 87.2± 0.5 84.7± 0.5 88.6± 0.5 89.3 ± 0.4 84.8± 0.5 85.7± 0.5 88.2± 0.5 89.3 ± 0.5
Birds 73.6± 0.9 68.6 74.8± 0.9 71.0± 1.0 76.2± 0.8 75.3± 0.8 79.2± 0.8 78.8± 0.7 80.5± 0.7 81.4± 0.7 79.8± 0.7 71.2± 0.9 81.8± 0.6 82.1 ± 0.7
Textures 59.5± 0.7 66.4 68.8± 0.9 71.0± 0.8 71.6± 0.7 71.2± 0.8 68.8± 0.8 66.2± 0.8 76.2± 0.7 76.7± 0.7 70.1± 0.7 73.0± 0.6 76.3± 2.4 78.2 ± 1.0
Quick Draw 74.7± 0.8 51.5 76.5± 0.8 81.8± 0.6 82.4± 0.6 77.3± 0.7 79.5± 0.7 77.9± 0.6 81.9± 0.6 82.0± 0.6 81.6± 0.6 82.8 ± 0.6 78.3± 0.7 82.8 ± 0.6
Fungi 50.2± 1.1 39.9 46.6± 1.0 64.3± 0.9 64.0± 1.0 48.5± 1.0 58.1± 1.1 48.9± 1.2 68.8± 0.9 67.4± 1.0 63.9± 1.1 65.8± 0.9 69.6 ± 1.5 69.5 ± 1.2
VGG Flower 88.9± 0.5 87.1 90.5± 0.5 82.9± 0.8 87.9± 0.6 90.5± 0.5 91.6± 0.6 92.3 ± 0.4 92.1± 0.5 92.2± 0.5 89.8± 0.6 87.0± 0.6 90.3± 0.8 92.4 ± 1.6

Traffic Sign 56.5± 1.1 48.8 57.2± 1.0 51.0± 1.1 48.2± 1.1 63.0± 1.0 58.4± 1.1 59.7± 1.1 63.3± 1.2 83.5± 0.9 51.5± 1.0 47.4± 1.1 63.6± 1.5 88.4 ± 2.1
MSCOCO 39.4± 1.0 43.7 48.9± 1.1 52.0± 1.1 51.5± 1.1 52.8± 1.1 50.0± 1.0 42.5± 1.1 54.0± 1.0 55.8± 1.1 47.4± 1.0 53.5± 1.0 57.0± 1.1 57.3 ± 1.5
MNIST − − 94.6± 0.4 94.3± 0.4 90.6± 0.5 96.2± 0.3 95.6± 0.5 94.7± 0.3 94.5± 0.5 96.7± 0.4 93.0± 0.5 89.8± 0.5 94.7± 0.5 97.3 ± 1.2
CIFAR-10 − − 74.9± 0.7 66.5± 0.9 67.0± 0.8 75.4± 0.8 78.6± 0.7 73.6± 0.7 71.9± 0.7 80.6 ± 0.8 65.7± 0.8 67.3± 0.8 71.5± 0.9 76.5± 1.4
CIFAR-100 − − 61.3± 1.1 56.9± 1.1 57.3± 1.0 62.0± 1.0 67.1± 1.0 61.8± 1.0 62.6± 1.0 69.6 ± 1.0 54.9± 1.0 56.6± 0.9 60.0± 1.1 67.7± 1.5

In-domain 71.6 60.3 73.7 75.9 77.4 74.5 76.2 75.1 80.0 80.2 77.1 76.8 79.7 80.9
Out-of-domain − − 67.4 64.1 62.9 69.9 69.9 66.5 69.2 77.2 62.5 62.9 69.4 77.4
Average − − 71.2 71.4 71.8 72.7 73.8 71.8 75.9 79.0 71.4 71.5 75.7 79.5

Rank 11.8 13.5 10.1 8.9 6.8 8.7 8.1 7.9 4.1 3.3 8.2 7.8 4.1 1.6

Table 2. Quantitative analysis of two levels of meta-knowledge
setting on Meta-Dataset. In- and out-of-domain average accuracy
are reported.

Domain MDL 2LM_S 2LM 2LM_Noreg
In-domain 77.05 78.35 79.72 −
Out-of-domain 62.53 67.13 69.35 −
Average 71.38 74.04 75.73 74.85

(a) Feature distribution of different 
domains before projection

(b) Feature distribution of different 
domains after projection

Figure 3. Distribution visualization of the feature vectors before
and after projection about different domains.

Neighbor Embedding (t-SNE) technique [52] to downscale
and visualize the base feature vectors outputted by the fea-
ture extractor from different domains. The distributions of
the feature vectors before and after projection as shown in
Figure 3. We can see that the differentiation of the feature
vectors after projection is obvious from the right distribu-
tion, indicating that our subspace projections have learned
the inter-domain variability. And for exploring the effec-
tiveness of a specific projection to the current domain, we
do the same visualization for a task sampled randomly from
a specific domain in Figure 4. The figure shows that within a
given domain, the intra-domain differentiation is improved
after projection.

(a) Feature distribution of different 
classes in a given domain before projection

(b) Feature distribution of different 
classes in a given domain after projection

Figure 4. Distribution visualization of the feature vectors before
and after projection about different classes in a given domain.

6. Conclusion

We have present inter- and intra-domain levels of mete-
knowledge learning model relying on bi-level optimization
formulation for few-shot domain generalization problem,
called 2LM. In contrast to the previous methods, 2LM con-
siders that the connection and difference of in- and out-of-
domain generalization, and learns a base feature space and
a prior subspace for unseen domains with a larger general-
ization gap, as well as more precise subspaces for seen do-
mains with a smaller generalization gap. Furthermore, we
develop an optimization algorithm for model. Our method
achieves competitive results compared to the state of the art
for FSDG on Meta-Dataset. The ablation studies also have
verified the validity of our two levels of meta-knowledge.
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