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Abstract
Continual learning requires a model to incrementally

learn a sequence of tasks and aims to predict well on all
the learned tasks so far, which notoriously suffers from the
catastrophic forgetting problem. In this paper, we find a new
type of bias appearing in continual learning, coined as task-
induced bias. We place continual learning into a causal
framework, based on which we find the task-induced bias
is reduced naturally by two underlying mechanisms in task
and domain incremental learning. However, these mecha-
nisms do not exist in class incremental learning (CIL), in
which each task contains a unique subset of classes. To
eliminate the task-induced bias in CIL, we devise a causal
intervention operation so as to cut off the causal path that
causes the task-induced bias, and then implement it as a
causal debias module that transforms biased features into
unbiased ones. In addition, we propose a training pipeline
to incorporate the novel module into existing methods and
jointly optimize the entire architecture. Our overall ap-
proach does not rely on data replay, and is simple and
convenient to plug into existing methods. Extensive em-
pirical study on CIFAR-100 and ImageNet shows that our
approach can improve accuracy and reduce forgetting of
well-established methods by a large margin.

1. Introduction
Deep learning has been widely applied in many fields

like computer vision, social media analytics, natural lan-
guage processing, etc. The standard paradigm of deep
learning is to train models on a prepared dataset, of which
all data are accessible in the whole training stage. However,
in most real-world applications, a sequence of tasks arrives
incrementally, which requires models to learn continuously
from a new task, namely continual learning [27]. Despite
fine-tuning achieves this goal somewhat, such naı̈ve method
forgets obtained knowledge of previous tasks after learning
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Figure 1. Illustration of CIL, task-induced bias and their detrimen-
tal effects. (a) Illustration of CIL. (b) Task-induced bias between
class features. Two classes in a task are correlated by a task iden-
tifier. (c) Task-induced bias between images and labels. Images
and labels in a task are correlated by a task identifier. In (b)(c), the
first column describes perspectives of task-induced bias, the sec-
ond shows the underlying causal effect causing task-induced bias,
and the last illustrates adverse influence of task-induced bias.

a new task, dubbed as catastrophic forgetting [18].
Much effort has been devoted as a remedy for alleviating

this problem in literature [2, 3, 11–14, 16, 33]. One general
direction is to preserve knowledge representations of pre-
vious tasks by knowledge distillation [10] and by storing a
few observed exemplars for replay [22]. [11] discovers the
class imbalance between old classes and new ones is a key
challenge of large-scale applications in class incremental
learning (CIL), in which classes of a new task never appear
in the previous tasks, as illustrated in Fig. 1 (a). [2,7,31,35]
all follow this direction and propose effective methods to
overcome the class imbalance. However, these methods ig-
nore bias problems in continual learning. In this work, we
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consider the problem of CIL in a novel perspective of bias.
We think that catastrophic forgetting is the reflection of a
new-type bias, coined as task-induced bias.

Deep neural networks are easily misled by language
bias [1] and vision bias [6, 9, 29], which are both derived
from spurious correlations of two or more items in differ-
ent positions of a sentence or an image. In contrast to these
two bias, the task-induced bias occurs across different im-
ages in a common task. In CIL, data of specific classes
are accessible only in a certain task if replay buffer is not
applied. A deep neural network is capable of learning cor-
relations among images of different categories or between
images and labels as possible as it can, which includes a few
spurious correlations, namely biases, leading to a limited
generalization. On the one hand, a portion of these image
correlations can be shared beneficially in this task, but these
benefits cannot share among different tasks. For example, in
Fig. 1 (b), color is sufficient to discriminate elephants and
leopards in a specific task since elephants are grey while
leopards are orange, and thus deep models have no moti-
vation to capture more complex characteristic, like stripe.
This is detrimental to the feature extractor because it cap-
tures a few details that cannot generalize among all tasks.
On the other hand, as shown in Fig. 1 (c), a classifier will
be biased to new classes in the current task [11,31,35], be-
cause the classes in the training data are all the new classes
and to predict new classes is more possible to be correct.

To better understand the task-induced bias in continual
learning, we model three continual learning scenarios [27]
into a common causal inference framework, which merely
contains three necessary variables: image, label, and task
identifier. Thanks to the framework, we discover that the
task-induced bias is minor in task incremental and domain
incremental learning due to innate mechanisms that cut off
an inappropriate causal path, which partially explain why
the two scenarios are easier to tackle than CIL [27]. For
the existence of the causal path in CIL, we seek an ac-
tive causal intervention to close the path. To implement
the intervention, we devise a simple but effective causal
debias module, which is established on attention mecha-
nisms [28]. Subsequently, we incorporate this module into
existing CIL architectures and propose a training pipeline
to optimize it. Our overall approach transforms causally bi-
ased features into unbiased ones, and hence we refer to it as
Casual Feature Boost (CafeBoost). Finally, we systemat-
ically compare accuracy and forgetting of well-established
methods with ours in various settings. Experimental results
show that CafeBoost yields significant and consistent per-
formance boost for existing methods in CIFAR-100 and Im-
ageNet by a large margin (0.67%∼ 12.08% on accuracy).

2. Related Work
Continual learning. Existing CIL works mostly aim to

maintain knowledge representations of previous tasks, in-
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Figure 2. Overview of Casual Feature Boost (CafeBoost). Green
blocks are learnable, whereas white blocks are fixed. Conv block
is updated with a smaller learning rate than Causal block. The
training objectives including distillation loss, margin ranking loss,
etc., are omitted in this figure, since they depends on baselines.
Whether to use replay bufferM depends on specific baselines.

cluding replay-based methods and distillation-based meth-
ods. Replay-based methods [22, 25, 26] store a few exam-
ples to represent previous data and replay the stored data in
the current training stage. The purpose of relay-based meth-
ods is to select the most representative samples of the entire
training dataset. iCaRL [22] uses herding strategy [30] to
choose typical exemplars for future training. [25] calcu-
lates example influence of stability and plasticity for every
example in validation sets, based on which it selects exam-
ples for replay. Distillation-based methods [3,11,23,24] fo-
cus on transferring learned knowledge of a previous model
to the current one. LUCIR [11] combines cosine nor-
malization, less-forget constraint, and inter-class separa-
tion to mitigate the forgetting caused by class imbalance.
GeoDL [24] utilizes geodesic path for knowledge distilla-
tion which considers the gradual change between subspaces
of tasks. CSCCT [3] encourages features of each class to lo-
cate in an appropriate position of the feature space, and uti-
lizes inter-class relationships to transfer inter-class knowl-
edge positively or negatively. CwD [23] scatters uniformly
representations of each class in the initial task, which sig-
nificantly benefits performance in subsequent tasks. These
two types of methods are usually incorporated together to
achieve better performance.

Spurious correlation. Spurious correlation is also
known as bias. [19] has extensively investigated the bias
problem in machine learning. Many methods [1,9,29] have
been proposed to eliminate bias in their specific applica-
tions. [1] introduces counterfactual in the training to elim-
inate bias in visual question answering datasets. [9] pro-
poses a new Equalizer model to force a model look at a
person instead of inferring a person’s gender by context
cues. [29] applies causal intervention to alleviate vision bias
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among detected objects in an image.
Causal inference. Causal inference [21] aims to estab-

lish reasonable causal graphs for specific applications, then
analyze problems and propose solutions based on the estab-
lished causal graph. Causal intervention and counterfactual
process are two powerful tools of causal inference. These
two tools have been ubiquitously applied in multiple appli-
cations, such as out-of-distribution recognition [17], visual
question answering [1], image captioning [34], knowledge
distillation [6], etc. Recently, [12] builds a causal view to
analyze the cause of forgetting in class incremental learn-
ing, and designs an anti-forgetting technique so as to distill
causal effect of data without replay.

3. Preliminary

3.1. Continual learning scenarios

Continual learning can be categorized into three scenar-
ios [27] in the light of whether a task identifier is given in
a test phase and whether a model is required to infer which
task it meets. If the task identifier is available during both
training and test phases, this scenario is task incremental. If
the task identifier is accessible in training phase but it is only
necessary for a model to solve the task at hand, this scenario
is domain incremental. Similar to the domain incremen-
tal scenario, the class incremental scenario doesn’t provide
task identifiers in test phase, but it requires a model to in-
fer the current task identifier. Generally speaking, the class
incremental scenario is the most difficult among the three,
whereas the task incremental scenario is the easiest [27].

To formulate continual learning, we assume a sequence
of T tasks is given as {T0, T1, ..., TT−1}, each with data
Dt, t = 0, 1, ..., T − 1. Every sample in Dt is a tuple of an
image xi and a corresponding label yi, and hence we can
denote the data of task t as Dt = {(xi, yi)

Nt
i=1} where Nt is

the number of samples, xi ∈ Xt and yi ∈ Yt. Replay-based
continual learning methods require a memory bufferM to
store partial data of previous tasks. For the task T0, only
data D0 can be used for training, but for the task Tt, t >
0, we can train models using data M ∪ Dt. For the task
incremental scenario, task identifier T is given as an input
to models in test phase but not for the other two scenarios.

After the above formulation, we elucidate distinctions
of three incremental scenarios in a formal style [4]. Let
P (·) denote a marginal distribution. The common ground of
three scenarios is P (Xt) ̸= P (Xt+1) for all t. Their distinc-
tions lie in label set Yt and its marginal distribution P (Yt).
For task incremental learning, Yt ̸= Yt+1. For domain in-
cremental learning, Yt = Yt+1 and P (Yt) = P (Yt+1).
These two scenarios have no requirement on inferring task
identifiers. Conversely, the class incremental learning that
defines Yt ⊂ Yt+1 and P (Yt) ̸= P (Yt+1), requires models
to infer which label set is used for an arbitrary task.
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Figure 3. Causal graphs of supervised learning and continual
learning. Gray nodes means unconditioned variables. (a) Causal
graphs of supervised learning in training and test phase. (b) Causal
graphs of continual learning. The red task variable depends on
specific continual scenarios. (c) Causal path between images and
labels in task incremental learning. The path X ← T → Y is
impeded because variable T is conditioned. (d) Causal path be-
tween images and labels in domain incremental learning. The path
X ← T → Y is cut off because of T ↛ Y . (e) Causal path be-
tween images and labels in class incremental learning. The path
X ← T → Y causes task-induced bias.

3.2. Causal graphs in continual learning
A causal graph is a directed acyclic graph, of which

nodes denote variables and directed edges denote the
causality between two variables. We treat images, labels
and task identifiers as nodes in our causal graphs. Although
only three nodes are incorporated into our causal graph, it
is powerful to reveal underlying characteristics of continual
learning as we will show in Sec. 4.

We denote an image as X , a label as Y and a task iden-
tifier as T in Fig. 3. The edges are listed below: X → Y
means label Y is deduced from image X; T → X denotes
that task identifier T have a causal influence to image X;
T → Y denotes task identifier T causally affect label Y .

For supervised learning in Fig. 3 (a), its causal graph
only contains an image X , a label Y and an causal path
X → Y that represents a model to capture the causality be-
tween two variables. In training phase of supervised learn-
ing, both image X and label Y are accessible and we utilize
them to learn the causal effect into the model. But in test
phase, an image X and the causal path are known and Y
is the label to be inferred. For three continual learning sce-
narios, images, labels and task identifiers are all given in
training phase. As a result, they have the same causal graph
for training in Fig. 3 (b). We illustrate their distinctions in
test phase in Fig. 3 (b). Due to the involvement of the task
identifier T , X may have an indirect effect on Y through
the causal path X ← T → Y , solely dependent on T . We
will explain it in Sec. 4. See Appendix for additional expla-
nation of causal graphs.

4. Methodology
In this section, we introduce the task-induced bias

through the causal framework, a causal intervention for
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CIL, its corresponding implementation, and the entire
pipeline of our approach.
4.1. Task-induced bias in three continual scenarios

According to the causal graphs, we can explain why task
incremental learning is the most effortless scenario among
the three and why class incremental learning is the most
challenging. We think that this phenomenon is caused by
task-induced bias.

In Fig. 3 (b), the causal path X ← T → Y is of a
fork structure, in which two kid nodes are independent con-
ditioned on the parent. [21] points out that if T is un-
conditioned, the causal influence of X to Y exists, caus-
ing the task-induced bias. We give a simple example to
help understand this statement. A causal graph lighter ←
smoking → cancer means that a smoking person has a
possibility to bring a lighter and get a lung cancer. Whether
a person brings a lighter is usually independent of getting
a lung cancer. Nevertheless, a smoker is highly possible
to bring a lighter and to get a lung cancer, which leads to
observe a correlation between lighter and cancer. If we
can control the confounder smoking and collect data about
non-smoking persons who usually bring lighters, then we
can draw a correct conclusion that lighter is independent
on cancer.

Fortunately, mechanisms to eliminate the task-induced
bias naturally exist under setups of task incremental learn-
ing and domain incremental learning. In task incremental
learning shown in Fig. 3 (c), the value of parent node (task
identifier) is given, hence the indirected effect of X on Y
is 0 and the task-induced bias between X and Y disap-
pears due to the characteristic of the fork structure. In do-
main incremental learning, the label set remains the same
along task identifiers, which is implied in Yt = Yt+1 and
P (Yt) = P (Yt+1). For this reason, the causal edge T → Y
is cut as shown in Fig. 3 (d), resulting in disappearance of
the task-induced bias. However, in the CIL, the causal path
X ← T → Y cannot be cut by the task identifiers since
they are inaccessible, or by the independence between T
and Y like domain incremental learning. In order to elimi-
nate the task-induced bias in CIL, we seek advanced causal
techniques among which causal intervention [21] is a pow-
erful one. It is noteworthy that our analysis indicates that a
key objective of CIL is to cut the causal path X ← T → Y ,
and we can cut it not only by conditioning variable T , but
also by cutting X ← T or T → Y .

4.2. Causal debias
The overall causal graph of CIL is illustrated in Fig. 4 (a),

which considers two facets of task-induced bias in Fig. 1.
The causal effect of X1 and X2 on Y in the original causal
graph can be formulated by Bayes’ rule:

P (Y |X1, X2) =
∑
t

P (Y |X1, X2, t)P (t|X1, X2) (1)
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Figure 4. Causal intervention for class incremental learning. To
approximate the task identifier, we utilize a class feature dictionary
Dt recording information about tasks.

We can treat the two variables X1 and X2 as one as shown in
Fig. 4 (b), because they have the same context in the causal
graph. As a result, we obtain a simplified causal graph in
Fig. 4 (c), of which the causal effect of X on Y is reformu-
lated as:

P (Y |X) =
∑
t

P (Y |X, t)P (t|X). (2)

We have shown in Fig. 3 (e) that the causal path X ←
T → Y is the cause of task-induced bias. If we can cut this
causal path, the task-induced bias will be eliminated. We
opt to cut the X ← T using the causal intervention, as il-
lustrated in Fig. 4 (d). The causal path X ← T is introduced
through the term P (t|X) in Eq. 2. Following [21], the di-
rect causal effect of X on Y is denoted by P (Y |do(X)),
where do(X) means a causal intervention on the single vari-
able X . Because the variable T blocks all the backdoor
path in the causal graph, we can obtain the expression of
P (Y |do(X)) according to the backdoor criterion [21] as:

P (Y |do(X)) =
∑
t

P (Y |X, t)P (t) (3)

Compared with the old term P (t|X), the new term P (t) is
no longer changed with X , equating to cut the causal edge
X ← T , as shown in Fig. 4 (d).

Based on the intervened causal graph in Fig. 4 (d) in
CIL, we devise a causal debias module to implement the
Equation 3. Since the task identifier is not accessible in the
test phase, we propose to use a feature dictionary Dt that
contains information about tasks to approximate the unob-
served confounder T as shown in Fig. 4 (e). The task infor-
mation is retained in class labels of images for CIL, because
class label sets of different tasks cannot overlap with each
other and thus task identifiers can be inferred from classes.
Specifically, given an image x, a label y and a task identifier

16019
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Figure 5. Illustration of causal intervention operation. This opera-
tion borrows features of classes in previous tasks, and puts them to
features of new classes in the current task. The causal intervention
is implied in the “borrow” and “put” operations, because the two
operations mean that the features containing task information are
directly controlled by ourself.

t, Equation 3 is implemented as

P (Y |do(X)) =
∑
t

P (y|x, t)P (t)

=
∑
dt

P (y|x,dt)P (dt),
(4)

where x is the feature of the image x, dt is sampled from
Dt. If the last layer of a classifier is a softmax layer, we get
P (y|x,dt) = Softmax(fy(x,dt)), where fy(·) is a similar-
ity function. In a nutshell, the implementation of Equation
3 is newly formulated as:

P (Y |do(X)) := Edt [Softmax(fy(x,dt))]. (5)

The above expectation can be approximated by
NWGM [32] as follows:

Edt
[Softmax(fy(x,dt))] ≈ Softmax(Edt

[fy(x,dt)]).
(6)

To implement our causal intervention operation in Fig. 5,
we devise a simple attention-based mechanism with ignor-
able number of parameters:

fy(x,dt) =W
⊤
0 Cat(W⊤

1 x,W
⊤
2 gy(dt)), (7)

where W1 and W2 both are fully connected layers and
Cat(·) is the concatenation operator. Due to the additive
property of expectation, the Edt

[fy(x,dt)] can be rewritten
as:

Edt [fy(x,dt)] =W
⊤
0 Cat(W⊤

1 x,W
⊤
2 Edt [gy(dt)]).

(8)
We devise Edt

[gy(dt)] utilizing a scaled dot-product atten-
tion [28], which is calculated as follows:

Q =W⊤
3 x,K =W⊤

4 Dt,V =Dt,

A = Softmax(Q⊤K/
√
σ),

Edt
[gy(dt)] = V

⊤A,

(9)

where W3 and W4 both are fully connected layers, and σ
is the output dimension of them.

Algorithm 1 CafeBoost training pipeline.

Input: : Training data D0, · · · ,DT , empty dictionary D0,
empty example memoryM,

1: Initialize parameters of feature extractor ψ0, causal de-
bias module ϕ0 (Eq. 8, 9) and classifier θ0

2: // First task training stage.
3: Train ψ0,θ0 on D0 by minimizing LCE

4: Extract example features on D0, using ψ0

5: Store class mean features on D0 to dictionaryD0

6: // Causal debias module training stage.
7: Train ϕ0,θ0 on D0 by minimizing LCE

8: Extract example features on D0, using ψ0 and ϕ0

9: if example memoryM is used then
10: Update example memoryM
11: end if
12: // Class incremental training stage.
13: for t in {1, ..., T} do
14: Add a new classifier θt
15: Train ψt, ϕt and θt on Dt ∪M (or Dt) by Eq. 10
16: Extract example features on Dt, using ψt and ϕt

17: if example memoryM is used then
18: Update example memoryM
19: Update dictionaryDt by Eq. 11
20: end if
21: end for
Output: Final feature extractor ψT , final causal debias

module ϕT , and all classifiers {θ0, ...,θT }

4.3. Causal Feature Boost

In this section, we describe how the causal debias mod-
ule is added into the continual learning pipeline, and the
training strategies to enable the overall architecture. Ad-
ditionally, we propose a momentum method to update the
dictionary so as to catch more task information.

Architecture. Our causal debias module can be added
between the feature extractor and the classifier of existing
continual learning architectures. In Fig. 2, given an im-
age as input, the CNN backbone (e.g. ResNet [8]) will ex-
tract a feature map. Then, we feed this feature map and a
pre-collected dictionary into our causal debias module, and
achieve a newly-updated feature map which is forwarded to
the classifier to get a class label. After a new task comes,
we add one more classifier for new classes and add no other
layers.

Training pipeline. Because the dictionary used in the
causal debias module need to be filled with average fea-
tures of classes, we train a feature extractor and a clas-
sifier by using data of the initial phase firstly. Then, we
fix the feature extractor and run an extra phase before the
incremental phases to train the newly-added causal debias
module and the classifier together. In the remaining phases,
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Method CIFAR-100 ImageNet-Sub ImageNet-Full
Average accuracy(%) 5 10 25 5 10 25 5 10

LwF† [16] 49.59 46.98 45.51 53.62 47.64 44.32 44.35 38.90
BiC† [31] 59.36 54.20 50.00 70.07 64.96 57.73 62.65 58.72

iCaRL [22] 62.95 56.92 51.30 65.04 60.82 54.56 51.50 46.89
LUCIR [11] 63.56 57.20 50.29 70.84 68.32 61.44 64.45 61.57
GeoDL [24] 67.08 60.96 53.98 71.27 70.24 64.86 65.23 64.46
CwD [23] 66.84 62.66 56.28 67.36 64.09 60.52 - -

CSCCT [3] 66.89 59.91 52.32 71.33 67.91 61.52 - -
iCaRL+CafeBoost 69.41 64.70 61.60 70.53 67.04 63.40 53.46 48.46
LUCIR+CafeBoost 70.10 66.56 62.37 71.51 70.03 67.74 66.88 64.77
Forgetting rate(%) 5 10 25 5 10 25 5 10

LwF† [16] 43.36 43.58 41.66 55.32 57.00 55.12 48.70 47.94
BiC† [31] 31.42 32.50 34.60 27.04 31.04 37.88 25.06 28.34

iCaRL [22] 22.95 25.30 25.74 18.70 21.35 25.09 26.03 33.76
LUCIR [11] 23.30 26.40 29.21 31.88 33.48 35.40 24.08 27.29
GeoDL [24] 16.83 21.83 24.91 8.68 9.07 11.97 11.03 12.81
CwD [23] 17.70 26.80 26.91 11.16 17.53 25.41 - -

iCaRL+CafeBoost 8.51 12.91 16.08 12.20 14.23 18.52 25.19 28.24
LUCIR+CafeBoost 6.99 9.03 11.75 8.16 7.50 9.10 8.65 11.73

Table 1. The average incremental accuracy and the forgetting rate on CIFAR-100, ImageNet-Sub and ImageNet-Full. The number of
incremental phases are 5, 10, and 25. The number of exemplars per class is 20. An ideal continual learning method should have high
average incremental accuracy and low forgetting rate. Results of models with † are taken from [24].

the causal debias module are always learnable, whereas the
classifiers of old tasks are fixed. Our causal debias mod-
ule can be used in iCaRL [22] and LUCIR [11] as a plugin.
Our overall approach borrows their corresponding training
objectives. Therefore, the training objective of our approach
(CafeBoost) is formulated as:

min
θ

[Lce(x, y, θ) + ηL∗(θ)], (10)

where L∗(θ) denotes specific losses of the corresponding
base methods, e.g., distillation loss for iCaRL, margin rank-
ing loss and others for LUCIR. Algorithm 1 details out the
CafeBoost training pipeline.

Momentum dictionary updating. Our approach ex-
ploits an external dictionary to store mean features of each
class in the initial phase. We can exploit a momentum up-
dating strategy to renew features in the dictionary, if replay
buffer is used. The new dictionary at task t is updated as

Dt = αDt−1 + (1− α)[f t−1
1 , ..., f t−1

c , ..., f t−1
C ], (11)

where α controls the updating rate, fc represents a mean
feature of class c, and C is the number of classes.

5. Experiments
5.1. Settings

Datasets & Protocols. We evaluate our approach on
two commonly-used datasets: CIFAR-100 [15] and Ima-
geNet [5]. CIFAR-100 contains 100 classes and each class
has 500 images for training and 100 images for test, with

each image of size 32 × 32. ImageNet with about 1.3 mil-
lion images of size 224 × 224 is divided into two CIL set-
tings: ImageNet-Sub that owns 100 classes and ImageNet-
Full that owns 1000 classes. We follow the protocol used in
many recent works [11,23,24]. Models are firstly trained on
half classes, i.e., 50 classes for CIFAR100 and ImageNet-
Sub, and 500 for ImageNet-Full. Subsequently, we start
incremental learning phases with adding a fixed number of
unobserved classes in each phase. We choose three different
numbers of incremental phases: 5, 10, and 25.
Evaluation Metrics. The two commonly-used metrics to
evaluate performance of a CIL model are 1) the average in-
cremental accuracy [22] AT , and 2) the average forgetting
FT . The average incremental accuracy and the average for-
getting after T tasks are defined as

AT =
1

T

T∑
t=1

At,FT =
1

T − 1

T∑
t=2

Ft,

where ai,j denotes the accuracy on task i after the
model learning task j, At = 1

t

∑t
i=1 ai,t, and Ft =

1
t−1

∑t
j=2 maxi(ai,t − aj,t) with i ∈ 1, ..., j − 1. We re-

port top-1 accuracy.
Implementation details. All methods are implemented
with PyTorch [20]. We use the ResNet18 for CIFAR-100
and ImageNet following [23]. For all experiments, SGD op-
timizer and the batch size 128 are used. For CIFAR-100 and
ImageNet, we train models for 160 epochs and 90 epochs,
respectively. For CIFAR-100, our results are averaged over
three runs with different orders generated by random seed
1993. For ImageNet, the first order with random seed 1993
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Figure 6. Results on CIFAR-100 (5, 10, and 25 tasks), ImageNet-Sub (5, 10, and 25 tasks). The horizontal axis shows the task identifier
and the vertical axis is the corresponding average incremental accuracy.

is conventionally used. In addition, we deploy CafeBoost
to two baselines: iCaRL [22] and LUCIR [11] and compare
it with LwF [16], BiC [31], GeoDL [24], CwD [23] and
CSCCT [3] on all datasets. GeoDL, CwD and CSCCT are
implemented based on LUCIR.

5.2. Evaluations

Results on CIFAR-100. Tab. 1 summarizes the experimen-
tal results of CIFAR-100 in three different numbers of incre-
mental tasks. We observe that CafeBoost improves iCaRL
baseline by 6.46%, 7.78%, 10.30% for 5, 10, and 25 tasks,
respectively. After adding to LUCIR baseline, we observe
a performance boost: 6.54%, 9.36%, 12.08%, for 5, 10,
and 25 tasks. The corresponding average incremental ac-
curacies reach high levels of 70.10%, 66.56%, and 62.37%.
Furthermore, CafeBoost achieves lower forgetting rates af-
ter applying to the baselines. It can decrease the forgetting
rates of iCaRL by 14.44%, 12.39%, and 9.66% and those
of LUCIR by 16.31%, 17.37%, and 17.46%, for 5, 10, and
25 tasks. The first row of Fig. 6 shows CafeBoost improves
performance of baselines by a large margin, achieves higher
accuracies and prevents catastrophic forgetting better than
the prior methods for CIL. See Appendix for more results
about the forgetting rates.
Results on ImageNet. Tab. 1 also reports experimental re-
sults of ImageNet-Sub and ImageNet-Full. On ImageNet-
Sub, CafeBoost boosts average incremental accuracies by
0.67% ∼ 8.84% over iCaRL and LUCIR baselines, for 5,
20, and 25 tasks, and decreases the corresponding forget-
ting rates by 6.57% ∼ 26.30%. For example, CafeBoost

improves average incremental accuracy of LUCIR from
61.44% to 67.74% (+6.30%), and reduces forgetting rate
from 35.40% to 9.10% (-26.30%). The second row of Fig. 6
further validates effectiveness of CafeBoost for all num-
bers of incremental phases. Additionally, we observe in
Fig. 6 CafeBoost has almost no effect on the initial phase,
but brings great boost in the following incremental phases.
CafeBoost also enhances performance of iCaRL and LU-
CIR on ImageNet-Full, as shown in Tab. 1. We observe
CafeBoost improves accuracies of iCaRL by 1.96%, 1.57%,
and those of LUCIR by 2.43%, 3.20% for 5 and 10 incre-
mental phases respectively.

S B 10 20 30 40 50

10
LUCIR 59.12 60.26 61.77 61.62 62.91
+Ours 55.87 62.61 66.21 68.22 69.70
↑ -3.25 +2.35 +4.44 +6.60 +6.79

5
LUCIR 54.62 56.20 56.65 57.29 56.90
+Ours 49.02 58.53 63.39 65.73 65.95
↑ -5.60 +2.33 +6.74 +8.44 +9.05

Table 2. Ablation study on impact of number of classes in the
initial phase. B denotes number of classes in the initial phase. S
is the number of new classes per incremental step. Experiments
are conducted on CIFAR-100 with 20 exemplars per class. The
reported values (%) are average incremental accuracies. ↑ denotes
the increment of values.

5.3. Ablation Studies

In this section, we conduct experiments to study the ef-
fect on our approach of 1) number of classes in initial phase,
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S R LUCIR +Ours ↑

10
5 54.23±0.78 64.80±0.36 +10.57

10 59.98±0.54 68.30±0.31 +8.32
20 63.56±0.55 70.10±0.39 +6.54

5
5 47.74±0.84 62.23±0.67 +14.49

10 53.22±1.28 64.08±0.77 +10.86
20 57.20±1.14 66.56±0.80 +9.36

Table 3. Ablation study on impact of number of exemplars. R
represents the number of exemplars per class. S is the number
of new classes per incremental step. Experiments are conducted
on CIFAR-100. The reported values (%) are average incremental
accuracies. ↑ denotes the increment of values.

Methods CIFAR-100 ImageNet-Sub
Accuracy Forgetting Accuracy Forgetting

LUCIR 40.10±1.27 52.35±1.31 60.47 25.73
+Ours 59.01±0.22 23.31±0.76 65.15 18.05

Table 4. Comparisons of average incremental accuracies and for-
getting rates with no replay data. Experiments are conducted with
5 incremental steps. 20 exemplars are stored per class.

2) number of exemplars in memory, 3) different classifiers,
and 4) coefficient of momentum dictionary update.
Impact of number of classes in initial phase. We investi-
gate CafeBoost with 10, 20, 30, 40, and 50 classes of initial
phase in Tab. 2. CafeBoost can enhance performance when
the number of classes in initial phase is larger than 10. The
performance improvement increases from negative to posi-
tive, along the number for both S = 10 and S = 5. When
B equates 10, our approach has a negative influence on the
baseline. This is because characteristics of classes in the
initial phase are insufficient to share for all classes in the
dataset. However, when B >= 20, our approach boosts the
baseline by a large margin, which shows that it tolerates a
broad range of the number B.
Impact of number of exemplars in memory. We vary the
number of exemplars per class and show its effect in Tab. 3.
Both the performance of baselines and CafeBoost improve
along the increase of exemplar number per class, which is
consistently observed for S = 10 and S = 5. In addi-
tion, the improvement margin decreases along the increase
of R. For instance, +10.57 for S = 10 and R = 5, whereas
+6.54 for S = 10 and R = 20. It is worth noting that
CafeBoost does not rely on a replay buffer. Tab. 4 shows
CafeBoost outperforms remarkably the baseline on accu-
racy and forgetting in CIFAR-100 and ImageNet-Sub.
Impact of different classifiers. We also conduct experi-
ments to research behaviors of CafeBoost combined with
three different classifiers. We adopt the classifiers CNN,
k-NME, and AME, as in [11]. CNN classifies examples
by exploiting one class prototype per class. k-NME uses k
samples of each class to represent the class, while AME uti-

Method iCaRL iCaRL+ours LUCIR LUCIR+ours

CNN
5 53.47±0.15 56.53±0.26 63.56±0.55 70.10±0.39

10 49.30±0.43 53.75±0.03 57.20±1.14 66.56±0.80
25 45.59±0.75 51.18±0.78 50.29±1.14 62.37±1.17

k-NME
5 62.95±0.51 69.40±0.23 65.42±0.67 69.77±0.35

10 56.91±0.64 64.70±0.40 59.85±1.20 66.53±0.72
25 51.30±0.92 61.6±0.90 52.07±0.43 62.64±1.30

AME
5 65.02±0.64 70.61±0.29 66.76±0.84 70.54±0.31

10 58.27±0.63 66.52±0.46 61.54±1.36 67.77±0.71
25 52.69±0.92 64.10±0.89 54.84±1.78 65.10±1.35

Table 5. The average incremental accuracy by using different clas-
sifiers (CNN, k-NME, AME) with 20 exemplars per class. Values
are evaluated on CIFAR-100 with 5, 10, and 25 incremental steps.

lizes all samples. Tab. 5 shows our approach achieves the
best performance when using AME classifier. Moreover, it
is noteworthy that our approach enhances performance of
baselines using all three classifiers by a large margin in var-
ious numbers of tasks.
Sensitivity of momentum coefficient. Fig. 7 shows our
approach is not sensitive to the momentum coefficient of
dictionary updating for all three classifiers. We set α to 0.9
for other experiments of our approach.

0.0 0.2 0.4 0.6 0.8 1.0
60

62

64

66

68

70

72

74

Ac
cu

ra
cy

 (%
)

CNN k-NME AME
Figure 7. Experi-
ments on sensitivity
of momentum coef-
ficient. Average ac-
curacies are evalu-
ated on CIFAR-100
with 5 incremental
steps and 20 exem-
plars per class.

6. Conclusions
To the best of our knowledge, this work is the first to con-

sider a new type of bias - task-induced bias in a causal per-
spective, which is derived from special settings of continual
learning. We analyzed three continual scenarios in a causal
framework, and found that the task-induced bias is particu-
larly detrimental to CIL. Based on this framework, we de-
signed a causal intervention operation and implemented it
as a causal debias module by exploiting a powerful attention
mechanism. Comprehensive experiments demonstrated our
plugin method can boost performance of baselines and out-
perform several existing strong methods. In the future, we
think it is a promising direction to regard the task-induced
bias as a problem in CIL and design more exquisite ap-
proaches to eliminate it by cutting the corresponding causal
path.
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