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Abstract

Collective insights from a group of experts have al-
ways proven to outperform an individual’s best diagnostic
for clinical tasks. For the task of medical image segmen-
tation, existing research on AI-based alternatives focuses
more on developing models that can imitate the best indi-
vidual rather than harnessing the power of expert groups.
In this paper, we introduce a single diffusion model-based
approach that produces multiple plausible outputs by learn-
ing a distribution over group insights. Our proposed model
generates a distribution of segmentation masks by leverag-
ing the inherent stochastic sampling process of diffusion us-
ing only minimal additional learning. We demonstrate on
three different medical image modalities- CT, ultrasound,
and MRI that our model is capable of producing several
possible variants while capturing the frequencies of their
occurrences. Comprehensive results show that our pro-
posed approach outperforms existing state-of-the-art am-
biguous segmentation networks in terms of accuracy while
preserving naturally occurring variation. We also propose
a new metric to evaluate the diversity as well as the ac-
curacy of segmentation predictions that aligns with the in-
terest of clinical practice of collective insights. Implemen-
tation code: https://github.com/aimansnigdha/Ambiguous-
Medical-Image-Segmentation-using-Diffusion-Models.

1. Introduction
Diagnosis is the central part of medicine, which heavily

relies on the individual practitioner assessment strategy. Re-
cent studies suggest that misdiagnosis with potential mor-
tality and morbidity is widespread for even the most com-
mon health conditions [32, 49]. Hence, reducing the fre-
quency of misdiagnosis is a crucial step towards improving
healthcare. Medical image segmentation, which is a cen-
tral part of diagnosis, plays a crucial role in clinical out-
comes. Deep learning-based networks for segmentation are
now getting traction for assisting in clinical settings, how-
ever, most of the leading segmentation networks in the lit-
erature are deterministic [17, 23, 34, 36, 41, 42, 44], mean-
ing they predict a single segmentation mask for each in-
put image. Unlike natural images, ground truths are not
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Figure 1. a) Deterministic networks produce a single output for
an input image. b) c-VAE-based methods encode prior informa-
tion about the input image in a separate network and sample latent
variables from there and inject it into the deterministic segmenta-
tion network to produce stochastic segmentation masks. c) In our
method the diffusion model learns the latent structure of the seg-
mentation as well as the ambiguity of the dataset by modeling the
way input images are diffused through the latent space. Hence our
method does not need an additional prior encoder to provide latent
variables for multiple plausible annotations.

deterministic in medical images as different diagnosticians
can have different opinions on the type and extent of an
anomaly [1,15,37,39]. Due to this, the diagnosis from med-
ical images is quite challenging and often results in a low
inter-rater agreement [22,24,56]. Depending on only pixel-
wise probabilities and ignoring co-variances between the
pixels might lead to misdiagnosis. In clinical practice, ag-
gregating interpretations of multiple experts have shown to
improve diagnosis and generate fewer false negatives [57].

In fact, utilizing the aptitude of multiple medical ex-
perts has been a part of long-standing clinical traditions
such as case conferences, specialist consultations, and tu-
mor boards. By harnessing the power of collective intelli-
gence, team-based decision-making provides safer health-
care through improved diagnosis [32, 40]. Although collec-
tive insight is gaining traction in healthcare for its potential
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in enhancing diagnostic accuracy, the method and its im-
plication remain poorly characterized in automated medical
vision literature. It has been suggested that the use of artifi-
cial intelligence can optimize these processes while consid-
ering physician workflows in clinical settings [40].

In recent times, there has been an outstanding improve-
ment in specialized deterministic models for different med-
ical image segmentation tasks [13, 44, 52–55, 61]. Deter-
ministic models are notorious for choosing the most likely
hypothesis even if there is uncertainty which might lead to
sub-optimal segmentation. To overcome this, some models
incorporate pixel-wise uncertainty for segmentation tasks,
however, they produce inconsistent outputs [25,26]. Condi-
tional variational autoencoders (c-VAE) [48], a conditional
generative model, can be fused with deterministic segmen-
tation networks to produce unlimited numbers of predic-
tions by sampling from the latent space conditioned on the
input image. Probabilistic U-net and its variants use this
technique during the inference process. Here, the latent
spaces are sampled from a prior network which has been
trained to be similar to c-VAE [8, 29, 30]. This dependency
on a prior network as well as injecting stochasticity only
at the highest resolution of the segmentation network pro-
duces less diverse and blurry segmentation predictions [46].
To overcome this problem, we introduce a single inherently
probabilistic model without any additional prior network
that represents the collective intelligence of several experts
to leverage multiple plausible hypotheses in the diagnosis
pipeline (visualized in Figure 1).

Diffusion probabilistic models are a class of generative
models consisting of Markov chains trained using varia-
tional inference [21]. The model learns the latent structure
of the dataset by modeling the diffusion process through la-
tent space. A neural network is trained to denoise noisy
image blurred using Gaussian noise by learning the reverse
diffusion process [50]. Recently, diffusion models have
been found to be widely successful for various tasks such
as image generation [14], and inpainting [35]. Certain ap-
proaches have also been proposed to perform semantic seg-
mentation using diffusion models [6,59]. Here, the stochas-
tic element in each sampling step of the diffusion model
using the same pre-trained model paves the way for gen-
erating multiple segmentation masks from a single input
image. However, there is still no exploration of using dif-
fusion models for ambiguous medical image segmentation
despite its high potential. In this paper, we propose the
CIMD (Collectivly Intelligent Medical Diffusion), which
addresses ambiguous segmentation tasks of medical imag-
ing. First, we introduce a novel diffusion-based probabilis-
tic framework that can generate multiple realistic segmen-
tation masks from a single input image. This is motivated
by our argument that the stochastic sampling process of the
diffusion model can be harnessed to sample multiple plausi-

ble annotations. The stochastic sampling process also elim-
inates the need for a separate ‘prior’ distribution during the
inference stage, which is critical for c-VAE-based segmen-
tation models to sample the latent distribution for ambigu-
ous segmentation. The hierarchical structure of our model
also makes it possible to control the diversity at each time
step hence making the segmentation masks more realistic
as well as heterogeneous. Lastly, in order to assess ambigu-
ous medical image segmentation models, one of the most
commonly used metrics is known as GED (Generalized En-
ergy Distance), which matches the ground truth distribu-
tion with prediction distribution. In real-world scenarios
for ambiguous medical image segmentation, ground truth
distributions are characterized by only a set of samples. In
practice, the GED metric has been shown to reward sam-
ple diversity regardless of the generated samples’ fidelity
or their match with ground truths, which can be potentially
harmful in clinical applications [30]. In medical practice,
individual assessments are manually combined into a single
diagnosis and evaluated in terms of sensitivity. When real-
time group assessment occurs, the participant generates a
consensus among themselves. Lastly, the minimum agree-
ment and maximum agreement among radiologists are also
considered in clinical settings. Inspired by the current prac-
tice in collective insight medicine, we coin a new metric,
namely the CI score (Collective Insight) that considers total
sensitivity, general consensus, and variation among radiolo-
gists. In summary, the following are the major contributions
of this work:

• We propose a novel diffusion-based framework: Col-
lectively Intelligent Medical Diffusion (CIMD), that
realistically models heterogeneity of the segmentation
masks without requiring any additional network to pro-
vide prior information during inference unlike previ-
ous ambiguous segmentation works.

• We revisit and analyze the inherent problem of the
current evaluation metric, GED for ambiguous models
and explain why this metric is insufficient to capture
the performance of the ambiguous models. We intro-
duce a new metric inspired by collective intelligence
medicine, coined as the CI Score (Collective Insight).

• We demonstrate across three medical imaging modal-
ities that CIMD performs on par or better than the
existing ambiguous image segmentation networks in
terms of quantitative standards while producing supe-
rior qualitative results.

2. Related Work
Ambiguous Image Segmentation. Previous work [25]
models the ambiguity using approximate Bayesian infer-
ence over the network weights. However, the method is
shown to produce samples that only vary pixel by pixel
and can not capture the complex correlation structure of the
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ground truth distribution [29]. Probabilistic U-net is capa-
ble of capturing distribution over multiple annotations that
can produce a wide variety of segmentation maps from a
single image [29]. The model is a combination of a U-
net with a conditional variational auto-encoder that uses its
stochasticity to produce an unlimited number of plausible
hypotheses. This method has been shown to produce sam-
ples with limited diversity as the stochasticity is only in-
jected in the highest resolution of the backbone segmenta-
tion network, hence the network chooses to ignore the ran-
dom draws from the latent space [8]. To increase sample
diversity, PHi-SegNet [8] and Hierarchical Probabilistic U-
Net [30] incorporate a series of hierarchical latent spaces to
sample the feature maps. The key element of their works
is that the backbone networks rely on variational inference
to produce multiple annotations for an image by sampling
from a distribution, which, if not sufficiently complex, may
not produce realistic samples [10]. The diversity of segmen-
tation masks of these c-VAE-like models relies on an axis-
aligned Gaussian latent posterior distribution, which can be
too restrictive and not expressive enough to model the rich
variations [46].
Diffusion Model for Image Segmentation. Diffusion
models have recently shown remarkable potential in vari-
ous segmentation tasks [2, 5, 6, 11] including medical im-
ages [18,27,59,60]. In fact, the stochastic sampling process
of the diffusion model has been utilized to generate an im-
plicit ensemble of segmentations that ultimately boosts the
segmentation performance [59]. However, the model is only
trained using a single segmentation mask per input image,
hence the model has no control over the variation as well
as the produced masks are not necessarily diverse. To the
best of our knowledge, CIMD is the first network specifi-
cally designed to model the ambiguity of medical images
by harnessing its random sampling process. Moreover, the
diffusion model’s hierarchical structure makes it possible to
govern the ambiguity at each time step, thereby eliminating
the problem of low diversity of previous methods.

3. Proposed Method

3.1. Diffusion Model

Diffusion probabilistic models have gained a lot of
attention in recent years due to their ability to generate ex-
traordinarily high-quality images compared to Generative
Adversarial Networks (GANs), Variational Autoencoders
(VAEs), autoregressive models, and flows. Due to their
superior ability in extracting key semantics from training
images, diffusion models are also being utilized for image
segmentation [2, 59]. Additionally, using random Gaussian
noise, it is possible to generate a distribution of segmenta-
tion rather than a deterministic output. In this section, we
present a brief overview of the diffusion model framework.

Gaussian Diffusion Process. Diffusion models perform
variational inference on a Markovian process using T
timesteps to learn the training data distribution p(x0). The
framework consists of a forward and a reverse process. Dur-
ing the forward process for each timestep in T , Gaussian
noise is added to the image x0 ∼ p(x0) until the image be-
comes an isotropic Gaussian. This forward noising process
is denoted as,

q(xt|xt−1) = N (xt;
√
αtxt−1, (1− αt)I), (1)

where (x0, x1, .., xT ) denotes T steps in the Markov chain
and α is the noise scheduler that controls the variance of
the noise. In the reverse process, a neural network (fθ) is
used to create a sequence of incremental denoising opera-
tions to obtain back the clean image. fθ learns the param-
eters of the reverse distribution p(xt−1|xt) := N (xt−1 :
µθ(xt, t),

∑
θ(xt, t)). The parameters for fθ are obtained

by minimizing the KL-divergence between the forward and
the reverse distribution for all timesteps. The optimization
requires sampling from the distribution q(xt|xt−1) that sub-
sequently requires the knowledge of xt−1. Given x0, the
marginal distribution of xt can be obtained by marginaliz-
ing out the intermediate latent variable as,

q(xt|x0) = N (xt;
√
γtx0, (1− γt)I). (2)

Here, γt = Πt
i=1αi. However, minimizing the KL-

divergence between the forward and the reverse distribution
can be further simplified by using a posterior distribution
q(xt|xt−1, x0) instead [47]. The posterior distribution can
be derived using Eq. 1 and 2 under the Markovian assump-
tions,

q(xt−1|xt, x0) = N (xt−1, µ, σ
2I), (3)

where, µ(xt, x0) =
√
γt−1(1−αt)

1−γt
x0 +

√
αt(1−γt−1)

1−γt
xt and

σ2 = (1−γt−1)(1−αt)
1−γt

. This posterior distribution is then
utilized during the parameterization of the reverse Markov
chain for formulating a variational lower bound on the log-
likelihood of the reverse chain. During optimization, the
covariance matrix for both distributions q(xt−1|xt, x0) and
p(xt−1|xt) are considered the same, and the mean of the
distributions is predicted by fθ. The denoising model fθ
takes noisy image xt as input which is denoted by,

xt =
√
γx0 +

√
1− γϵ, (4)

where, ϵ = N (0, I). Now, the combination of p and q
is a variational auto-encoder [28] and the variational lower
bound (Vlb) can be expressed as,

Lvlb := L0 + L1 + ...+ LT−1 + LT (5)
L0 := − log pθ(x0|x1) (6)

Lt−1 := DKL(q(xt−1|xt, x0)∥pθ(xt−1|xt)) (7)
LT := DKL(q(xT |x0)∥p(xT )). (8)

However, the training objective can be further simplified as
[21],

Lsimple = Ex0,ϵ|fθ(x̃, t)− ϵ|22, (9)
where ϵ = N (0, I). Now, log-likelihood is considered a
good metric to evaluate generative models, and optimizing
log-likelihood has been proven to force the model to cap-
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Figure 2. The graphical model of a) sampling and b) training procedure of our method. In the training phase, for every step t, the anatomical
structure is induced by adding the input image b to the noisy segmentation mask xb,t. Sampling n times with different Gaussian noise, n
different plausible masks are generated.

ture all the data distribution [43] as well as improve sample
quality [20]. Hence, we get the hybrid loss [38] by combin-
ing Eq. 5 and 9,

Lhybrid = Lsimple + λLvlb, (10)
where, λ is a regularization parameter, which is used to
prevent Lvlb from overwhelming Lsimple. Inference starts
from a Gaussian noise xt which at each timestep is itera-
tively denoised to get back xt−1 as follows,

xt−1 ←
1
√
αt

(
xt −

1− αt√
1− γt

fθ(xt, t)

)
+ γtz, (11)

where, z = N (0, I) and t = T, .., 1.

3.2. Collectivly Intelligent Medical Diffusion

Let b be the given image with dimension of C ×H ×W
and xb the corresponding segmentation mask. In a classical
diffusion model, the input image xb is required for training,
which would result in an arbitrary segmentation mask x0

when sampled from noise during inference. In contrast to
that, to produce a segmentation mask xb,0 for a given image
b, an additional channel is concatenated to the input. This
induces the anatomical information by concatenating it as
an image prior to xb and thus defining X := b⊕xb. During
the noising process q, noise is added to the ground truth seg-
mentation xb only. As the sampling process is stochastic,
the diffusion model produces different segmentation masks
xb,0 for an image b. When the diffusion model is trained us-
ing only one segmentation mask per input image, the model
can implicitly generate an ensemble of segmentation masks
that can be used to boost the performance of the model [59].

Now, we model the ambiguity of the ground truths using
Ambiguity Modelling Network (AMN). AMN models the
distribution of ground truth masks given an input image.

We embed this ambiguity of the segmentation masks in the
latent space by parameterizing the weight of AMN by ν,
given the image b and the ground truth xb. This probability
distribution denoted as Q is modeled as a Gaussian with
mean µ(b, xb; ν) ∈ RN and variance σ(b, xb; ν) ∈ RN×N

where N denotes the low dimensional latent space. The
latent space is characterized by,

zq ∼ Q(.|b, xb) = N (µ(b, xb; ν), σ(b, xb; ν)). (12)
Similarly, we model the ambiguity of predicted masks us-
ing Ambiguity Controlling Network (ACN). ACN mod-
els the noisy output from the diffusion model condition-
ing on an input image. For each time step t, assuming
x̂b = fθ(x̃b, t), we estimate the ambiguity of our diffu-
sion model by parameterizing the weight of ACN, ω as a
probability distribution P with mean µ(b, x̂b;ω) ∈ RN and
variance σ(b, x̂b;ω) ∈ RN×N as follows

zp ∼ P (.|b, x̂b) = N (µ(b, x̂b, t);ω), σ(b, x̂b, t);ω)).
(13)

Both networks AMN and ACN are modeled using an axis-
aligned gaussian distribution with diagonal covariance ma-
trices. The architectural details of both networks can be
found in the supplementary. We penalize the difference be-
tween two distributions by imposing a Kullback-Leibler di-
vergence,

Lamb = DKL(Q(z|xb, b)∥P (z|x̂b, b)). (14)
Finally, by modifying Eq. 10, all losses are combined as a
weighted sum with a regularizing factor β as

Ltotal = Lsimple + λLvlb + βLamb. (15)
During the sampling process, for Xt := b ⊕ xb,t, Eq. 11 is
modified as,

xb,t−1 ←
1
√
αt

(
xb,t −

1− αt√
1− γt

fθ(Xt, t)

)
+ γtz, (16)
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Figure 3. Comparative qualitative analysis with the two baseline methods – Probabilistic U-net [29] and PHi-Seg [8]. Sample images from
the LIDC-IDRI dataset with 4 available expert gradings are shown on the left. Note that empty segmentation masks are also valid grading.
For a fair comparison, we visualize only the first 4 sampled segmentation masks from the segmentation networks.

where, z = N (0, I) and t = T, .., 1. The graphical model
of proposed approach is illustrated in Figure 2.
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Figure 4. Visual analysis of the GED vs. the CI score for the
LIDC-IDRI lung CT dataset. It can be observed that GED is lower
for PHi-Seg even though it failed to segment most of the lesions.
However, the combined sensitivity penalizes under segmentation
hence the CI score is lower in that case. Red corresponds to better
and blue corresponds to a lower score.

3.3. Collective Insight Score

To recap, ambiguous segmentation models generate a
distribution of predictions rather than a deterministic one
and are evaluated against a distribution of ground truths. Al-
though Generalized Energy Distance (GED) has been used
before for assessing ambiguous segmentation models, this
metric has been found to be inadequate as it disproportion-
ately rewards sample diversity regardless of its match with
the ground truth samples [30]. This can be potentially dan-
gerous, particularly in pathological cases. In Figure 4, we
can observe how GED is unduly rewarding PHi-Seg even
though CIDM outputs are qualitatively better. To this end,
we propose an alternative evaluation metric called the CI
score (Collective Insight), and explain the motivation be-
hind each component of the metric in this section. The CI
score is defined as,

CI =
3× Sc ×Dmax ×Da

Sc +Dmax +Da
, (17)

where, Sc denotes the combined sensitivity, Dmax denotes
the maximum Dice matching score and Da is the diversity
agreement score. CI takes the harmonic mean of each com-
ponent to equalize the weights of each part. In the following

sections, true positive, false negative, and false positive are
denoted as TP , FN , and FP , respectively. The collec-
tion of all ground truths is denoted as Y = {Y1, Y2, .., YM}
where Y1, Y2, .., YM corresponds to the individual ground
truth of each sample. M here is the number of ground
truths. Similarly, the collection of all predictions is de-
noted as Ŷ = {Ŷ1, Ŷ2, .., ŶN} where Ŷ1, Ŷ2, .., ŶN corre-
sponds to the individual predictions of each sample. N
here is the number of predictions. Although the number
of ground truths is limited, the model can generate an un-
limited number of predictions, hence M and N are not nec-
essarily equal. A visual diagram in Figure 6 illustrates the
operation of each component.

Combined Sensitivity. In clinical practice, all the diag-
noses from different raters are combined into a single col-
lective decision. The final decision is then usually assessed
in terms of true positive rate (sensitivity) [16]. In many
branches of medical diagnosis, the primary goal is to maxi-
mize the true positive rate while maintaining a tolerable de-
gree of false positive rate [3, 33, 58]. Hence, we argue that
assessing the combined sensitivity directly aligns with the
interest of common clinical practice. Since empty ground
truth is also a valid prediction, we consider sensitivity to be
1 in those instances. First, we define the combined ground
truth Yc which is the union of all ground truths maps. Simi-
larly, we define combined predictions Ŷc which is the union
of all prediction maps. Yc and Ŷc are mathematically for-
mulated as follows:

Yc =

M⋃
i=1

Yi, Ŷc =

N⋃
j=1

Ŷj . (18)

We calculate the combined sensitivity Sc between the com-
bined predictions and combined ground truths as follows:

Sc(Ŷc, Yc) =

{
TP

TP+FN , if Ŷc ∪ Yc ̸= ∅
1, if otherwise.

(19)

Maximum Dice Matching. In medical diagnosis cases,
empty sets, which indicate no abnormalities are also valid
diagnoses. However, in this case, the Dice metric will be
undefined, hence we set Dice = 1 in those cases. Thus, the
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Dice score is defined as:

Dice(Ŷ , Y ) =

{
2|Y ∩Ŷ |
|Y |+|Ŷ | , if Y ∪ Ŷ ̸= ∅
1, otherwise.

(20)

In collective intelligence practice, it is common to assess
the diagnosis of students against the experts [7, 31]. We
emulate the process by calculating the Dice scores of indi-
vidual predictions with all the ground truths and then calcu-
lating the maximum Dice score among all these pairs. First,
we define the set of all Dice scores Di for each individual
ground truth Yi as follows:

Di = {Dice(Ŷ1, Yi), Dice(Ŷ2, Yi), ...Dice(ŶN , Yi)},
(21)

where Di is a collection of Dice scores calculated between
each ground truth Yi and all the provided predictions. Then,
we take the maximum Dice score among this set and report
the average as the maximum Dice match Dmax. Dmax is
formulated as follows:

Dmax =
1

M

M∑
i=1

max(Di). (22)

Diversity Agreement. For ambiguous models, the evalua-
tion of the diversity of the predicted outputs can be tricky.
Disproportionally rewarding diversity regardless of their
match with the ground truth samples can be potentially mis-
leading. On the other hand, the lack of diversity in pre-
dicted samples can indicate that model is rather determin-
istic than stochastic. Hence we consider matching max-
imum and minimum variance between two raters as they
indicate minimum agreement and maximum agreement be-
tween two raters respectively. Here, we first calculate the
variance between all pairs in ground truth distribution for a
single input image. Then, we take the minimum and max-
imum variance. We define the minimum variance as V Y

min

and maximum variance as V Y
max. Similarly, we calculate

the variance between all pairs in the prediction distribution
for that input and take the minimum and maximum vari-
ance. We define them as V Ŷ

min and V Ŷ
max respectively. The

difference between the minimum variance of ground truth
and prediction distribution for a particular input can be ex-
pressed as ∆Vmin = |V Y

min − V Ŷ
min|. Similarly, the differ-

ence between the maximum variance of ground truth and
prediction distribution for a particular input is expressed as
∆Vmax = |V Y

max − V Ŷ
max|. Finally, we define the diversity

agreement Da as,

Da = 1−
(
∆Vmax +∆Vmin

2

)
. (23)

4. Experiments
4.1. Datasets

Lung lesion segmentation (LIDC-IDRI). This publicly
available dataset contains 1018 lung CT scans from 1010
subjects with manual annotations from four domain experts
making it a good representation of typical CT image am-
biguity [4]. A total of 12 radiologists provided annotation

masks for this dataset. We use the dataset after the second
reading where the experts were shown the annotations of
other radiologists that allowed them to make new adjust-
ments. The training set contains 13511 and the test set con-
tains 1585 lesion images with 4 expert gradings.
Bone surface segmentation (B-US). Bone segmentation
from ultrasound (US) imaging often results in a low inter-
rater agreement [19]. After obtaining institutional review
board (IRB) approval 2000 US scans were collected from
30 healthy subjects. The scans were collected using a 2D
C5-2/60 curvilinear probe and an L14-5 linear probe us-
ing the Sonix-Touch US machine (Analogic Corporation,
Peabody, MA, USA). Depth settings and image resolutions
varied between 3–8 cm, and 0.12–0.19 mm, respectively.
All the collected scans were manually segmented by an
expert ultrasonographer and three novice users who were
trained to perform bone segmentation. The training set con-
tains 1769 and the test set contains 211 bone ultrasound
scans.
Multiple sclerosis lesion segmentation (MS-MRI). This
publicly available dataset contains 84 longitudinal MRI
scans from 5 subjects with a mean of 4.4 time-points [12].
The white matter lesions associated with MS are delineated
by two domain expert raters one with four and the other
with ten years of experience. Both experts were blinded to
the temporal ordering of the MRI scans. From the volumet-
ric MRI, we convert each slice into a 2D image with cor-
responding segmentation masks. Each data point contains
proton density (PD), Flair, MP RAGE, and T2 MRI scans.
The training set contains 6012 from 4 patients and the test
set contains 1411 scans from 1 patient.

4.2. Implementation Details
The proposed method is implemented using the PyTorch

framework. We set the time step as T = 1000 with a linear
noise schedule for all the experiments. The U-Net-like dif-
fusion model’s weights and biases are optimized using an
Adam optimizer with a learning rate of 10−4. For all the
experiments λ = 0.001 is set to regularize Lvlb. We also
set β = 0.001 to prevent Lamb from overwhelming both
Lsimple and Lvlb. We chose 128 × 128 as the resolution
for LIDC-IDRI, 256 × 256 as the resolution for Bone-US,
and 64 × 64 as the resolution for the MS-MRI dataset. For
MS-MRI we concatenate all four MRI scans and use them
as an image prior before feeding it to the diffusion model.
The rest of the parameters for diffusion in the model are the
same as [38].
4.3. Evaluation Metrics
Generalized Energy Distance. A commonly used metric
in ambiguous image segmentation tasks that leverages dis-
tance between observations by comparing the distribution
of segmentations [29]. It is given by [9, 45, 51],
D2

GED(Pgt, Pout) = 2E[d(S, Y )]−E[d(S, S′)]−E[d(Y, Y ′)],
(24)
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Figure 5. Comparative qualitative analysis with the two baseline methods Probabilistic U-net [29] and PHi-Seg [8]. Examples of the
Bone-US dataset with 1 expert and 3 novice gradings are shown on the left. The bone-US dataset has a comparatively small inter-rater
disagreement. We sample the first 4 segmentation masks from prediction distribution.
Table 1. Comparison of quantitative results in terms of GED, CI, and Dmax for all the datasets with state-of-the-art ambiguous segmenta-
tion networks. The best results are in Bold and we achieve state-of-the-art results in terms of Dmax and CI score across all datasets.

Method LIDC-IDRI [4] Bone Segmentation MS-Lesion [12]
GED (↓) CI(↑) Dmax(↑) GED (↓) CI(↑) Dmax(↑) GED (↓) CI(↑) Dmax(↑)

Probabilistic Unet [29] 0.353 0.731 0.892 0.390 0.738 0.844 0.749 0.514 0.502
PHi-Seg [8] 0.270 0.736 0.904 0.312 0.7544 0.848 0.681 0.518 0.506

Generalized Probabilistic U-net [10] 0.299 0.707 0.905 0.289 0.7501 0.863 0.678 0.522 0.513
CIMD (Ours) 0.321 0.759 0.915 0.295 0.7578 0.889 0.733 0.560 0.562
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U U U =
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Figure 6. Visual representation of each component a) Combined
Sensitivity, b) Dice Matching, and c) Diversity agreement of the
proposed CI score metric. GT denotes ground truth and Pred de-
notes predictions. Here, the number of ground truth M = 4. In
c) we only demonstrate the variance in ground truth distribution,
however, in practice we calculate it for both ground truth and pre-
diction distribution.

where, d corresponds to the distance measure d(x, y) = 1−
IoU(x, y), Y and Y ′ are independent samples of Pgt and
S and S′ are sampled from Pout. Lower energy indicates
better agreement between prediction and the ground truth
distribution of segmentations.
4.4. Comparison with the Baseline methods.

To the best of our knowledge, there exists no other work
that has considered explicitly modeling the ambiguity of
medical images to produce multiple segmentation maps us-
ing diffusion models. We compare our approach with cur-
rent state-of-the-art methods that are specifically designed
to capture a distribution over multi-modal segmentation.
Probabilistic U-net and its variants. We report the results
for the current state-of-the-art method for ambiguous med-
ical image segmentation network probabilistic U-net [29].
We train a probabilistic U-net for the LIDC-IDRI dataset us-
ing the same parameter reported in the paper. For Bone-US
and MS-MRI, we train the probabilistic U-net with β = 10
until the loss doesn’t improve. Additionally, we compare
with a variant of probabilistic U-net, namely generalized
probabilistic U-net [10], where instead of using axis-aligned
Gaussian distribution to model prior and posterior network,
they use a mixture of full covariance Gaussian distributions.
PHi-Seg. One of the major problems of probabilistic U-
net is the lack of diversity in the predicted sample, as the
stochasticity is only injected into the highest resolution. To
solve this, PHi-Seg [8] adopts a hierarchical structure in-
spired by Laplacian Pyramids, where the model generated
conditional segmentation by refining the distribution at in-
creasingly higher resolution, hence producing better quality
samples. We train PHi-Seg using the parameters reported in
the paper for all the datasets.
Quantitative Comparison: We consider both GED and CI
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Figure 7. Comparative qualitative analysis with the two baseline methods Probabilistic U-net [29] and PHi-Seg [8]. Examples of the
MS-MRI dataset with 2 expert gradings are shown here. We sample the first 4 segmentation masks from the prediction distribution.

Table 2. Ablation study: We perform an ablation study on LIDC-
IDRI dataset [4] to better understand the contributions incorpo-
rated in the CIMD method.

Method GED (↓) CI (↑) Dmax (↑)
DDPM-det-Seg [59] 1.081 0.616 0.548

DDPM-Prob-Seg 0.417 0.683 0.689
CIMD (Ours) 0.321 0.759 0.915

scores to evaluate the performance of different ambiguous
medical image segmentation models. We tabulate the re-
sults in Table 1 evaluating 4 samples from the prediction
distribution. We also separately report maximum Dice-
matching scores. Our method outperforms other state-of-
the-art networks in terms of both Dmax and CI scores. In
terms of GED, we get on par performance with the Proba-
bilistic U-net. A high Dmax score indicates the generated
samples are in good match with the ground truth distribu-
tion and the CI score ensures the sample diversity matches
with ground truth diversity.
Qualitative Comparison: As the evaluation of ambiguous
networks is difficult to characterize, we argue that quali-
tative results can be a good indicator of network perfor-
mance, especially for difficult cases. We show the predic-
tions from the test dataset for all the models in Figure 3,
5, and 7. It can be seen that CIMD achieves visually supe-
rior and diverse results compared to the previous state-of-
the-art methods. From Figure 3 it can be observed that the
model was able to capture the frequencies of blanks as well
as maintained diversity in difficult cases. CIMD works es-
pecially well on ultrasound modalities with minimal error
as can be seen in Figure 5. From Figure 7 it can be seen
that CIMD is able to capture all the lesions even if they
have small structures while maintaining diversity in seg-
mentation masks. As CIMD injects stochasticity at each
hierarchical feature representation, it demonstrates diverse
and accurate segmentation in all datasets.

5. Discussion
Ablation Study For the ablation study, we evaluate the pro-
posed contribution. In particular, we compare our contribu-
tion with the original DDPM Model, which is inherently

stochastic, hence capable of generating several segmenta-
tion masks from a single input image. We demonstrate the
contribution in detail in our ablation study.
DDPM for segmentation. We report two sets of results
for DDPM-based segmentation. DDPM-det-Seg refers to
the model where DDPM is trained using the average of
all segmentation masks for an input image. DDPM-Prob-
Seg refers to training the DDPM with different segmenta-
tion masks for an input image. The results for the LIDC
dataset can be observed in Table 2. It can be observed that
even though the DDPM sampling process is stochastic, the
distribution of generated segmentation masks is not diverse
enough as well as are not similar to the ground truth distri-
bution. Additional ablation results are in supplementary.
Limitations: Although our proposed method produces
diverse-yet-meaningful predictions, it is quite slow at train-
ing and inference due to the inherent nature of the diffusion
process. Also, training a model for ambiguous segmenta-
tion requires annotations from multiple radiologists which
is costly and time-consuming. In the future, we plan on ex-
tending our method trying to tackle these limitations while
also extending the approach to more modalities and 3D vol-
umetric datasets.

6. Future work and Conclusion
In this work, we introduce a diffusion-based ambiguous

segmentation network that can generate multiple plausible
annotations from a single input image. Unlike traditional
cVAE-based networks, CIMD uses its hierarchical structure
to incorporate stochasticity at each level and doesn’t require
a separate network to encode prior information about the
image during the inference stage. Our method can be in-
corporated into any diffusion-based framework with mini-
mal additional training. For future work, it is possible that
CIMD can be extended to more general computer vision
problems as well as tested for other medical imaging modal-
ities. Lastly, our approach can be incorporated in other spe-
cialized diffusion-based segmentation networks, e.g. Med-
SegDiff [60], SegDiff [60], etc for higher fidelity segmenta-
tion outputs.
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