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Abstract

Intrinsic image decomposition (IID) is the task that de-
composes a natural image into albedo and shade. While
IID is typically solved through supervised learning meth-
ods, it is not ideal due to the difficulty in observing ground
truth albedo and shade in general scenes. Conversely, un-
supervised learning methods are currently underperforming
supervised learning methods since there are no criteria for
solving the ill-posed problems. Recently, light detection and
ranging (LiDAR) is widely used due to its ability to make
highly precise distance measurements. Thus, we have fo-
cused on the utilization of LiDAR, especially LiDAR inten-
sity, to address this issue. In this paper, we propose unsu-
pervised intrinsic image decomposition with LiDAR inten-
sity (IID-LI). Since the conventional unsupervised learning
methods consist of image-to-image transformations, sim-
ply inputting LiDAR intensity is not an effective approach.
Therefore, we design an intensity consistency loss that com-
putes the error between LiDAR intensity and gray-scaled
albedo to provide a criterion for the ill-posed problem. In
addition, LiDAR intensity is difficult to handle due to its
sparsity and occlusion, hence, a LiDAR intensity densifica-
tion module is proposed. We verified the estimating quality
using our own dataset, which include RGB images, LiDAR
intensity and human judged annotations. As a result, we
achieved an estimation accuracy that outperforms conven-
tional unsupervised learning methods.

1. Introduction
Intrinsic image decomposition (IID) is the task that aims

to decompose a natural image into an illumination-invariant
component (albedo) and an illumination-variant component
(shade), and contributes to high level computer vision tasks
such as relighting and scene understanding. Research on
decomposing a natural image has a long history, beginning
with the proposal of the Retinex theory [19] and IID [2].
Focusing on Lambertian scenes, decomposition of a natural

Figure 1. Our proposed approach (IID-LI) is unsupervised intrin-
sic image decomposition utilizing LiDAR intensity. We densified
LiDAR intensity to be robust for LiDAR sparsity or occlusions by
a LiDAR intensity densification module. In addition, we designed
an intensity consistency loss to provide a criterion for the albedo
in IID of ill-posed problems.

image I is expressed as follows.

I = R · S, (1)

where, R and S denote albedo and shade, respectively. “·”
represents a channel-wise multiplication. To solve the ill-
posed problem, some researchers assumed that sharp and
smooth color variation are caused by albedo and shade
change, respectively [12, 19, 41, 44]. As other methods, IID
was performed by defining and minimizing energy based
on the assumptions such as albedo flatness [3, 4]. More-
over, since shades depend on object geometry, IID methods
with a depth map were also proposed [8, 15, 22]. With the
development of deep learning, supervised learning meth-
ods began to be used for IID [9, 29, 32–34, 45, 46]. Due
to the difficulty of observing ground truth albedo and shade
in a practical scenario, supervised learning methods are typ-
ically either small [12], synthetic [6,7,24] or sparsely anno-
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tated [3]. Hence, these supervised learning methods are not
ideal for IID in observed data. To address this issue, a few
semi-supervised [14, 42] and unsupervised [25, 28, 30, 38]
learning methods are proposed. However, these methods
are currently underperforming supervised learning methods
due to the lack of criteria for solving ill-posed problems by
only using image and depth.

In recent years, light detection and ranging (LiDAR),
which accurately measures the distance to objects, is widely
used. LiDAR usually obtains reflectance intensity (LiDAR
intensity) as well as object distance. Since albedo is the
proportion of the incident light and reflected light, LiDAR
intensity utilization as a criterion for albedo helps to solve
the ill-posed problem.

In this paper, we propose unsupervised intrinsic image
decomposition with LiDAR intensity (IID-LI). The brief
flow of IID-LI is depicted in Fig. 1. Since the conven-
tional unsupervised learning methods consist of image-to-
image transformations based on variational autoencoder
(VAE) [17] , it is not effective to simply input LiDAR inten-
sity. Thus, we design an intensity consistency loss that com-
putes the error between LiDAR intensity and gray-scaled
albedo to provide a criterion for the ill-posed problem of
decomposing a single image. In addition, LiDAR inten-
sity is difficult to handle due to its sparsity and occlusion,
hence, LiDAR intensity densification (LID) module is pro-
posed. The novelty of the LID module lies in the simultane-
ous convolution of sparse data (LiDAR intensity) and dense
data of different modality (RGB image). Then, we verified
the estimating quality with our own dataset that combines
RGB images and LiDAR intensities in outdoor scenes. In
summary, our contributions are as follows.

• We propose LiDAR intensity utilization for intrinsic
image decomposition (IID), and an architecture of un-
supervised intrinsic image decomposition with LiDAR
intensity (IID-LI).

• We design an intensity consistency loss to provide a
criterion for the ill-posed problem of decomposing a
single image.

• We propose a LiDAR intensity densification (LID)
module based on deep image prior (DIP) to be robust
for LiDAR sparsity or occlusions.

• We create a publicly available dataset for evaluating
IID quality with LiDAR intensity. 1

The rest of the paper is organized as follows. Sec. 2 and
Sec. 3 describe related works and baseline methods, respec-
tively. Sec. 4 explains our proposed method. The details
of the experiment and experimental results are described in

1Our dataset are publicly available at https://github.com/ntthilab-
cv/NTT-intrinsic-dataset

Sec. 5 and Sec. 6, respectively. Finally, a summary of the
research is given in Sec. 7.

2. Related work
In this section, we briefly summarize related works on

IID and LiDAR intensity utilization.

2.1. Intrinsic image decomposition (IID)

Optimized based methods. IID represents an ill-posed
problem that decomposes a single image into albedo and
shade. To address this issue, Land et al. [19] proposed a
prior that accounts for sharp and smooth luminance vari-
ations induced by albedo and shade changes, respectively.
Grosse et al. [12] improved estimation accuracy by consid-
ering hue variance as well as luminance. In addition, sev-
eral priors have been proposed to enhance the estimation
accuracy, including the piecewise constant in albedo [1,26],
sparse and discrete values of albedo [35, 37, 39], and sim-
ilar shade among neighboring pixels [10]. Bell et al. [3]
formulated and minimized energy function based on these
priors. To achieve edge-preserving smoothing, a combina-
tion of global and local smoothness based on superpixels
was proposed [4]. Although these handcrafted priors are
reasonable in small images, they are insufficient for more
complex scenarios, such as outdoor scenes.

Supervised learning methods. With the development
of deep learning, supervised learning methods began to be
used for IID. Narihira et al. [32] first applied supervised
learning methods to IID. In addition, IID was performed by
learning the relative reflection intensity of each patch ex-
tracted from the image [45]. Nestmeyer et al. [34] directly
estimated per-pixel albedo by trained convolutional neu-
ral network (CNN). Fan et al. [9] designed a loss function
for a universal model, which works on both fully-labeled
and weakly labeled datasets. Recently, many researchers
have trained supervised learning models based on albedo
and shade from synthetic data [29, 46], since observing the
ground truth albedo and shade in a practical scenario is dif-
ficult. However, the estimation accuracy for observed data
may be limited by the gap between the synthetic and ob-
served data.

Unsupervised learning methods. In these days, semi-
supervised and unsupervised learning methods have be-
gun to be used in IID. Janner et al. [14] suggested semi-
supervised learning methods that utilize a few labeled data
for training and transfer to other unlabeled data. Most ex-
isting unsupervised learning methods such as Li et al. [25]
require a series of images or multi-view images. Liu et
al. [28] proposed unsupervised single image intrinsic image
decomposition (USI3D), which is an unsupervised learning
method from a single image. USI3D outperforms state-of-
the-art unsupervised learning methods for IID. However,
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these unsupervised learning methods are currently under-
performing supervised learning methods due to the lack
of criteria for solving ill-posed problems. In addition, it
is difficult for these methods to discriminate between cast
shadows and image textures when only using an image and
depth. Therefore, we propose the utilization of LiDAR in-
tensity, which is independent of sunlight conditions, cast
shadow, and shade.

Datasets for intrinsic image decomposition. MIT In-
trinsics, a dataset of image decomposed data on 16 real ob-
jects, was published by Grosse et al. [12] as a dataset for
IID. Since MIT Intrinsics is small for training deep learn-
ing models, synthetic data are widely used. Thus, Butler et
al. [6] collected an MPI Sintel dataset, which consisted of
synthetic data that included albedo, depth, and optical flow.
In addition, synthetic datasets such as the ShapeNet [7] and
the CGIntrinsics [24] were also published. The free super-
vision from video games (FSVG) dataset [18], which was
extracted from video games and contains a large number
of images in outdoor settings with albedo. On the other
hand, Bell et al. [3] published the IIW dataset in real scenes
with large number of sparse annotations. Conventionally,
datasets with LiDAR intensity and annotations for IID did
not exist. To validate the utility of LiDAR intensity for IID,
we have created a publicly available dataset that includes
RGB images, LiDAR intensity, and IID annotations.

2.2. LiDAR intensity utilization for computer vision

A LiDAR calculates the object distance from the time
lags between irradiating the laser and detecting the reflected
light. In this process, LiDAR intensity, which is the return
strength of a irradiated laser beam, is also obtained. Li-
DAR intensity is intrinsic to the object surface and is there-
fore independent of sunlight conditions, cast shadow, and
shade. Thus, Guislain et al. [13] performed a shadow detec-
tion based on the un-correlation between color and LiDAR
intensity. In addition, homogeneous regions are extracted
with LiDAR intensity and elevation for cast shadow detec-
tion [27]. LiDAR intensity is also utilized for hyper-spectral
data correction [5, 36] and object recognition [16, 20, 31].
As mentioned above, LiDAR intensity utilization has the
potential to separate scene illumination from albedo, even
in unsupervised manner.

3. Baseline method

In this section, we describe the theory of USI3D [28],
which is the basis of our proposed method. USI3D was
selected as the baseline of IID-LI since it is state-of-the-
art unsupervised intrinsic image decomposition method.
USI3D [28] is based on VAE [17] with generative adver-
sarial net [11] (VAEGAN) [21]. In USI3D, a sample X ∈
{input I , albedo R, or shade S} is decomposed into do-

main variant (zX ) and in-variant component (cX ). The do-
main variant component refers to a feature that is unique
to each of I , R, and S such as colors, while the domain
in-variant component is a common feature of them such
as edges. VAE consists of an encoder Ep

X for zX (prior
code encoder), an encoder Ec

X for cX (content encoder),
and a generator GX from zX and cX into a reconstructed
image. The image-to-image transformation from I to es-
timated albedo R(I) and shade S(I) requires the estima-
tion of the domain variant components of albedo and shade
(zR(I), zS(I)) corresponding to I . First, the deviation of en-
coded contents I , R(I) and S(I) is calculated.

Lcnt = |cR(I) − cI |+ |cS(I) − cI |, (2)

where cR(I) and cS(I) are the encoded content of R(I) and
S(I), respectively. Second, Kullback-Leibler divergence
loss is used to constrain the zR(I) and zS(I) in the albedo
prior domain zR and shade prior domain zS , respectively.

LKL = E[log p(zR(I))− log q(zR)]

+ E[log p(zS(I))− log q(zS)]. (3)

On the other hand, VAE computes Limg and Lpri to recon-
struct the input image and prior code, respectively.

Limg =
∑

x∈IorRorS

|Gx(E
c
x(x), E

p
x(x))− x|, (4)

Lpri =
∑

x∈IorRorS

|Ep
x(Gx(cx, zx))− zx|. (5)

In addition, adversarial loss Ladv is computed so that the
generated image fits the target domain.

Ladv
R = log(1−DR(R(I))) + log(DR(R))

+ log(1−DS(S(I))) + log(DS(S)), (6)

where DR and DS are discriminators for albedo and shade
domain. The IID is based on physical reconstruction and
computes the product of albedo and shade to match the in-
put image.

Lphy = |I −R(I) · S(I)|. (7)

For a piece-wise constant, the smooth loss is calculated as
follows,

Lsmooth =

N∑
i=1

∑
j∈N(i)

vi,j | log xi
R − log xj

R|1, (8)

vi,j = exp

(
−1

2
(f⃗i − f⃗j)

TΣ−1(f⃗i − f⃗j)

)
, (9)
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Figure 2. The proposed architecture of IID-LI. Given an RGB image and LiDAR intensity, we convert natural images I into albedo R
and shade S domains. The input RGB image is transformed by inverse gamma correction to linearize the image values. Next, a LiDAR
intensity densification module is used for robustness against LiDAR sparsity or occlusions. Intensity consistency loss is implemented to
provide a criterion for IID. The content encoder, prior encoder, and the decoder are denoted by Ec

x, Ep
x and Gx, respectively.

.

where N and f⃗i are nearest neighbor pixels and ith feature
vectors, respectively. The feature vectors are composed of
pixel position, image intensity and chromaticity. USI3D op-
timizes a weighted sum of the above seven types of losses.

min
E,G,f

max
D

(E,G, f,D) = Ladv + λ1Lcnt + λ2LKL

+ λ3Limg + λ4Lpri + λ5Lphy + λ6Lsmooth. (10)

4. Proposed method (IID-LI)

4.1. LiDAR intensity densification module

When utilizing LiDAR intensity for IID, the sparsity or
occlusion may cause precision degradation. Thus, we de-
mand to densify the LiDAR intensity before or inside the
IID model. In general, dense LiDAR intensity without oc-
clusion corresponding to the supervised data does not ex-
ist, and the density of LiDAR intensity is sometimes quite
low. Therefore, it is difficult to letting the network man-
age it implicitly in an end-to-end manner, and we selected
a separate model; LID module based on DIP [40]. DIP is
one of the fully unsupervised learning method used for de-
noising and inpainting. In the original DIP, for an image
x0 to be cleaned, a noise map z is input to a deep neural
network fθ(), where θ represents the deep neural network
parameters. Then, energy optimization is performed to sat-
isfy Eq. (11).

θ∗ = arg min
θ

E(fθ(z);x0). (11)

Based on the difference in learning speed between the noise
component and the image component, a clean image is gen-
erated by stopping the iteration in the middle of the process.
To apply the original DIP directly to LiDAR intensity densi-
fication, we substitute LiDAR intensity for x0 and optimize
Eq. (12).

θ∗ = arg min
θ

E(fθ(z);mLx0), (12)

where mL is LiDAR mask which is 1 for pixels with the ob-
served LiDAR intensity and 0 otherwise. However, original
DIP tend to blur in sparse regions due to its inconsidera-
tion of RGB images. Thus, we input [RGB image, LiDAR
intensity]T and [mR,mL]

T for x0 and mL, respectively.
mR has the same shape as the RGB image and all pixel
values are 1. By simultaneous convolution of LiDAR in-
tensity and RGB image, LiDAR intensity is densified while
considering image edges and brightness. Although DIP is
also used in depth completion in multi-view stereo [43], the
data, objectives, and loss are all different from our model.

4.2. Intensity consistency loss

The estimation accuracy of IID is highly dependent on
the ability to decompose images into domain variant and
in-variant components. Utilizing LiDAR intensity alone
does not adequately enable the network to learn domain de-
pendence. Thus, we design an intensity consistency loss
that computes the error between LiDAR intensity and gray-
scaled albedo to provide a criterion for letting the network
to learn domain dependence efficiently. The first term is the
loss function when LiDAR intensity L and the luminance
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Method Train Input Test Input Learning Supervised

Baseline R single image single image No -
Baseline S single image single image No -

Retinex [12] single image single image No -
Color Retinex [12] single image single image No -

Bell et al. [3] single image single image No -
Bi et al. [4] single image single image No -

Revisiting [9] single image single image Yes Yes
IIDWW [25] image sequence single image Yes No

UidSequence [23] a time-varying image pair single image Yes No
USI3D [28] single image single image Yes No

ours single image + LiDAR intensity single image + LiDAR intensity Yes No

Table 1. A list of comparison methods, their respective data and training categories.

of the estimated albedo F (R(I)) are correlated, where F ()
is the function to convert from RGB image to gray scale. In
the case where LiDAR intensity and albedo are correlated,
the image divided by LiDAR intensity is correlated to the
shade from Eq. (1). Thus, the second term represents the
loss function when F (I)/L and the luminance of the esti-
mated shade F (S(I)) are correlated.

Lint = |F (R(I))− s1L− b1| ·mL

+ |F (S(I))− s2(F (I)/L)− b2| ·mL, (13)

where mL is the mask, which is 1 for pixels with densified
LiDAR intensity and 0 otherwise. In addition, sx and bx,
where x ∈ 1, 2, are trainable parameters for adjusting the
scale and bias of LiDAR intensity, respectively. In sum-
mary, IID-LI optimizes the loss function in Eq. (14).

min
E,G,f

max
D

(E,G, f,D) = Ladv + λ1Lcnt + λ2LKL

+ λ3Limg + λ4Lpri + λ5Lphy + λ6Lsmooth + λ7Lint

(14)

As with the original paper [28], we set λ1, λ2, λ3, λ4, λ5, λ6

as 10.0, 0.1, 10.0, 0.1, 5.0, and 1.0, respectively. In addition,
we set λ7 as 20.0 in this paper.

4.3. Network architecture

The overview of our proposed method is depicted in
Fig. 2. First, LiDAR intensity is densified by LID mod-
ule since LiDAR points are usually sparse and have occlu-
sion. Then, a RGB image and a densified-LiDAR intensity
are given to USI3D-based model with the intensity consis-
tency loss. Since images are generally gamma-corrected for
human visibility, the observed brightness is converted non-
linearly. Thus, to compare the images linearly with LiDAR
intensity, an inverse gamma correction was performed be-
fore input to IID-LI, and gamma correction was performed
on the output images.

5. Experimental setups

5.1. Data preparation

In this paper, we attempt to utilize LiDAR intensity for
IID. However, no public data with both LiDAR data and
annotations for IID exists. Therefore, we employed our
own dataset consisting of images, LiDAR data, and annota-
tion. The data was collected using a mobile mapping system
(MMS) equipped with RGB camera, LiDAR, global navi-
gation satellite system (GNSS) and an inertial measurement
unit (IMU). For LiDAR scanning, the ZF profiler which fea-
tures 0.0009 degree angular resolution, 1.02 million points
per second, 360-degree field of view and a maximum range
of 120 meters. The data was recorded at Shinagawa, Yoko-
hama, and Mitaka in Japan.

5.2. Annotation

The annotation in this study follows the conventional
method [3]. First, we extracted 100 samples from the ob-
tained dataset for sparse annotation. We then utilized Pois-
son disk sampling with a minimum radius of 7% of image
size to sample image points, and the points with over and
under-saturation or those around the edge were removed in
the same manner as Bell et al [3]. Finally, Delaunay tri-
angulation was performed to generate edges, resulting in
91 ± 24 pairs per image as sparse sampling. Dense sam-
pling data was generated using Poisson disk sampling with
a minimum radius 3% of image size, resulting in 566± 143
pairs per image.

In this study, 10 annotators, who understand the concept
of albedo, performed the annotation. For each pair, 5 out of
10 annotators answered the following three questions.

• Do the two points have the same albedo intensity?

• If not, does the darker point have a darker surface
albedo intensity?
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Method trained dataset WHDR precision recall F-score

Baseline R - 0.531 0.393 0.445 0.306
Baseline S - 0.185 0.431 0.340 0.314

Retinex [12] - 0.187 0.496 0.455 0.469
Color Retinex [12] - 0.187 0.496 0.455 0.470

Bell et al. [3] - 0.213 0.467 0.463 0.457
Bi et al. [4] - 0.283 0.462 0.522 0.466

Revisiting [9] IIW 0.181 0.575 0.485 0.499
IIDWW [25] BIGTIME 0.375 0.418 0.483 0.397

UidSequence [23] SUNCG-II 0.372 0.405 0.453 0.395
USI3D [28] IIW + CGIntrinsics 0.347 0.428 0.497 0.418

USI3D (ours) [28] ours + FSVG 0.287 0.444 0.504 0.446
Ours (without LID) ours + FSVG 0.283 0.459 0.530 0.467
Ours (without Lint) ours + FSVG 0.330 0.426 0.483 0.421

Ours ours + FSVG 0.227 0.517 0.591 0.521

Table 2. Numerical comparison with our dataset for all (E=9411, D=2554, L=661) annotation points.

• How confident (Definitely, Probably, Guessing) are
you in your judgment of the above?

ai,j is the ith annotator judgement for jth question. The
ai,1 and ai,2 value +1 for ”yes” and -1 for ”no” for the first
and second questions, respectively. The ai,3 values 1.0, 0.8
and 0.3 for ”Definitely”, ”Probably” and ”Guessing”, re-
spectively. In this study, the judgement j and the weight w
for each pair were calculated as following:

(J,w) =


(E,A1) if A1 > 0

(D,A2) if A1 ≤ 0 A2 > 0

(L,−A2) else,

(15)

where, A1 =
5∑

i=1

ai,1ai,3 and A2 =
5∑

i=1

ai,2ai,3. Note that,

annotations are utilized only for quantitative assessment of
estimation accuracy.

5.3. Quantitative evaluation metric

For evaluating the estimation accuracy, we defined the
threshold differences between the points used in the human
judgements.

(Ĵ) =


D if RL/RD > 1 + δ

L if RD/RL > 1 + δ

E else,

(16)

where, RL and RD are lighter and darker points of a an-
notated points pair. Following the conventional studies [3],
we set the threshold δ = 0.1. We use four indices: weighted
human disagreement rate (WHDR), precision, recall, and F-
score. WHDR is calculated as Eq. (17).

WHDRδ(J,R) =

∑
k wk · 1(Jk ̸= Ĵk,δ(R))∑

k wk
. (17)

The human judgement weights are also taken into account
when computing precision, recall, and F-score.

5.4. Training details

Our prepared dataset consisted of 10000 samples with
RGB images and LiDAR intensities for training. More-
over, we prepared an additional 110 samples for testing,
which were combined with a total of 12,626 human judg-
ments. Since IID-LI is based on VAEGAN, both albedo
and shade domain data groups are required. Furthermore,
to make training fair, the albedo and shade datasets were
independent each other. Thus, the albedo dataset was cre-
ated by extracting 10000 albedo samples from the FSVG
dataset [18]. The shade dataset was created with no overlap
with the albedo dataset.

6. Evaluation
Initially, we present ten conventional methods for com-

parison. Next, we provide a quantitative evaluation of these
methods based on the metrics of WHDR, precision recall,
and F-score.

6.1. Compared methods

In this section, we selected ten compared methods in-
cluding both optimized-based and learning-based methods
listed in Tab. 1. Firstly, ”Baseline R” represents an image
where all pixel values are 1. Conversely, ”Baseline S” de-
composes the input image with all the shade pixel values
as 1. In addition, Retinex [12], Color Retinex [12], Bell
et al. [3], and Bi et al. [4] were selected for optimized-
based methods. Finally, supervised learning methods such
as Revisiting [9], and unsupervised learning methods such
as IIDWW [25], UidSequence [23], and USI3D [28] were

13471



Figure 3. Four examples for IID-LI and compared methods including Bi et al. [4], Revisiting [9], IIDWW [25], UidSequence [23] and
USI3D [28]. The conventional methods exhibited noticeable cast shadows, which were reduced with the proposed method.

Method WHDR precision recall F-score

Baseline R 0.527 0.375 0.440 0.35
Baseline S 0.529 0.361 0.340 0.227

Retinex [12] 0.452 0.523 0.445 0.42
Color Retinex [12] 0.452 0.531 0.445 0.42

Bell et al. [3] 0.446 0.504 0.453 0.414
Bi et al. [4] 0.406 0.561 0.522 0.49

Revisiting [9] 0.428 0.635 0.470 0.442
IIDWW [25] 0.464 0.489 0.475 0.417

UidSequence [23] 0.483 0.453 0.450 0.419
USI3D [28] 0.432 0.534 0.500 0.451

USI3D (ours) [28] 0.422 0.539 0.500 0.454
Ours (without LID) 0.410 0.547 0.532 0.534
Ours (without Lint) 0.455 0.513 0.473 0.430

Ours 0.353 0.625 0.596 0.602

Table 3. Numerical comparison with our dataset for randomly
sampled (E=661, D=661, L=661) annotation points, to eliminate
bias in the number of annotations.

employed. For all learning-based methods, publicly avail-
able parameters and pre-trained models were used as de-
faults. Since USI3D is the baseline method, we retrained
and validated it with our dataset.

6.2. Qualitative and quantitative evaluation

First, we quantitatively evaluated our proposed method
and the compared methods. As shown in Tab. 2, our pro-
posed method achieved the state-of-the-art in terms of re-
call and F-score. However, Revisiting [9] was the best for
WHDR and precision. The estimation accuracy of each
model may not have been properly evaluated due to the sig-
nificant bias in the number of “E”, “D” and “L” annota-
tions (E=9411, D=2554, L=661). Thus, to eliminate bias
in the number of annotations, we randomly sampled the an-
notations so that each annotation size is the same (E=661,
D=661, L=661). Tab. 3 shows the evaluating result for
randomly sampled annotations. Our proposed method out-
performed other unsupervised learning methods, as shown
in Tab. 2 and Tab. 3. Furthermore, it delivered compara-
ble performance to Revisiting [9], which is a supervised
learning methods. The visual results are shown in Fig. 3.
Cast shadows remained in conventional methods since these
methods cannot differentiate between cast shadows and tex-
tures. On the other hand, the cast shadows were less no-
ticeable in our proposed method by using LiDAR inten-
sity. However, the images generated by our method are
slightly blurred. The image blur is considered to be caused
by the calibration errors between the image pixel and Li-
DAR point, thus addressing this issue is a future work.
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Density WHDR precision recall F-score

all 0.353 0.625 0.596 0.602
50% 0.397 0.574 0.567 0.569
10% 0.437 0.532 0.521 0.524
1% 0.481 0.485 0.480 0.481

Table 4. Ablation study for LiDAR sparsity with LID module,
when the density of LiDAR intensity was reduced to 50%, 10%
and 1% from the original LiDAR intensity.

Density WHDR precision recall F-score

all 0.410 0.547 0.532 0.534
50% 0.413 0.541 0.524 0.524
10% 0.461 0.493 0.467 0.434
1% 0.480 0.445 0.453 0.418

Table 5. Ablation study for LiDAR sparsity without LID module,
when the density of LiDAR intensity was reduced to 50%, 10%
and 1% from the original LiDAR intensity.

(a) all w/o LID (b) 50% w/o LID (c) 10% w/o LID (d) 1% w/o LID

(e) all w/ LID (f) 50% w/ LID (g) 10% w/ LID (h) 1% w/ LID

Figure 4. An Example of LiDAR intensity with reduced density
and the impact of an LID module. (a)-(d): Results of sampling
LiDAR points to each density. From left to right, LiDAR points
were sampled at 100%, 50%, 10%, and 1%. (e)-(h): Result of
densifying LiDAR intensity at each density with LID module.

6.3. Ablation study

In our proposed method, we have presented LID module
and intensity consistency loss. Thus, the efficacy of these
components has been quantified in Tab. 2 and Tab. 3. From
the F-score in Tab. 3, the intensity consistency loss con-
tributed the most to estimation accuracy.

This study used relatively high-density LiDAR data,
though it can be sparse in certain scenarios. Therefore,
we evaluated the estimation accuracy with reduced LiDAR
data, and the numerical results for random sampled annota-
tions are listed in Tab. 4. The density of LiDAR intensity
was reduced to 50%, 10% and 1% from the original Li-
DAR intensity. As expected, the higher density of LiDAR
intensities indicates higher estimation accuracy, as shown
in Tab. 4. Specifically, LiDAR intensity reduced to 1%

achieve comparable F-score to the base model, USI3D [28].
As a reference, Tab. 5 shows the estimated results without
the LID module, and indicate that the proposed LID module
improves the estimation accuracy. Fig. 4 shows an example
of LiDAR intensity with reduced LiDAR density, and the
effect of LID module. The LiDAR intensity with 1% points
were densified successfully in visual, though the estimation
accuracy may be limited due to its blurred detail. In a fu-
ture perspective, the development of a more sparsity-robust
model will be interesting.

6.4. Correspondence between albedo and LiDAR
intensity

The intensity consistency loss computes the error be-
tween LiDAR intensity and gray-scaled albedo. The va-
lidity of the intensity consistency loss is discussed in this
section. First, an image in which the field of view is almost
in shadow, and the corresponding LiDAR intensity is shown
in Fig. 5. In addition, each corresponding pixel filled into
a 2-dimensional histogram is also shown in Fig. 5 (right).
The correlation coefficient between luminance and LiDAR
intensity values for this sample was 0.45. Since these maps
diverge slightly, we expect that the actual correlations co-
efficient would be a bit higher. This intensity consistency
loss is considered to be effective at least in outdoor scenes
with mostly achromatic materials such as concrete and wall
surfaces.

(a) RGB image (b) LiDAR intensity (c) Correspondence

Figure 5. Examples of (a) an image in which the field of view is
mostly in shadow and (b) the corresponding LiDAR intensities. (c)
The correspondence between the luminance and LiDAR intensity
are also shown. The red dotted lines in (c) indicate areas of high
correlation. The correlation coefficient values 0.45.

7. Conclusion

In this paper, we proposed unsupervised intrinsic image
decomposition with LiDAR intensity. We designed an in-
tensity consistency loss and added an LID module for ef-
fective LiDAR intensity utilization. As a result, our method
outperforms the conventional unsupervised learning meth-
ods and is comparable to supervised learning methods with
our dataset. In future perspective, we will improve the ro-
bustness of LiDAR sparsity, and the registration of image
and LiDAR intensity.
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