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Abstract

Neural Radiance Field (NeRF) has broken new ground in the novel view synthesis due to its simple concept and state-of-the-art quality. However, it suffers from severe performance degradation unless trained with a dense set of images with different camera poses, which hinders its practical applications. Although previous methods addressing this problem achieved promising results, they relied heavily on the additional training resources, which goes against the philosophy of sparse-input novel-view synthesis pursuing the training efficiency. In this work, we propose MixNeRF, an effective training strategy for novel view synthesis from sparse inputs by modeling a ray with a mixture density model. Our MixNeRF estimates the joint distribution of RGB colors along the ray samples by modeling it with mixture of distributions. We also propose a new task of ray depth estimation as a useful training objective, which is highly correlated with 3D scene geometry. Moreover, we remodel the colors with regenerated blending weights based on the estimated ray depth and further improves the robustness for colors and viewpoints. Our MixNeRF outperforms other state-of-the-art methods in various standard benchmarks with superior efficiency of training and inference.

1. Introduction

A photo-realistic view synthesis is one of the major research topics in computer vision. Recently, the coordinate-based neural representation [6, 25, 26, 30] has gained much popularity for the novel view synthesis task. Among them, Neural Radiance Field (NeRF) [28], which models a 3D scene by learning from a dense set of 2D images, enabled high-quality view synthesis with a simple concept and has become the prevailing mainstream. However, NeRF suffers from severe performance degradation in real-world applications, e.g. AR/VR, autonomous driving, and so on, where only a sparse set of views are available due to the burdensome task of collecting dense training images.

One of the key factors for a model’s high-quality rendering with limited input views is its robustness in 3D geometry learning, i.e. accurate depth estimation for a scene. There are several works to address this problem and it can be classified into two major paradigms: pre-training and regularization approaches. For the pre-training approach [5, 7, 13, 16, 20, 22, 31, 34, 37, 42], a general 3D geometry is trained by the multi-view images from a large-scale dataset and per-scene finetuning is optionally conducted in the test time. Although it has achieved promising results, it still requires the expensive cost for collecting a large-scale dataset across different scenes for pre-training and is not well-generalized for a novel domain in the test time.

Another line of research, the regularization approach [9, 12, 18, 29, 32, 39], performs per-scene optimization from scratch by applying regularization to prevent being overfitted from the limited inputs. Most existing methods of this kind depend heavily on the extra training resources for com-
pensating a lack of supervisory signals, e.g. depth-map generation by running SfM [9, 32], unseen ray generation with arbitrary camera poses [18, 29], leveraging external modules to exploit additional features [12, 29, 39], or so on. However, the additional training data might not always be available and the external modules should be pre-trained with a large-scale dataset. This is against the philosophy of novel view synthesis from sparse inputs, pursuing training efficiency.

In this work, we propose MixNeRF, an effective regularization approach for novel view synthesis from sparse inputs, modeling the colors along a ray with a mixture density model which represents a complex distribution with a mixture of component distributions. Since the concept of a mixture model is in line with that of alpha compositing in that both are represented by the weighted combination, we are able to regularize effectively both the colors and the densities of the samples along a ray by exploiting the blending weights as mixing coefficients for our mixture model. Furthermore, we propose a new auxiliary task of ray depth estimation for learning the 3D geometry which is crucial for the rendering quality. Since the estimated 3D geometry is highly correlated with the scene depth estimation, our proposed training objective acts as a useful supervisory signal. Finally, we regenerate the blending weights based on the estimated ray depth and remodel a ray. Since the estimated depth is not exactly the same, but nearly identical to the ground truth, it can play a role of pseudo geometry for adjacent points of the sample, like an unseen viewpoint. By remodeling the samples with the mixing coefficients based on the regenerated blending weights, we can further improve the robustness for shift of colors and viewpoints. Our main contributions are summarized as follows:

- Our method estimates the joint distribution of RGB color values along the ray samples by a mixture of distributions, learning the 3D geometry successfully with sparse views.
- We propose a ray depth estimation as an effective auxiliary task for few-shot novel view synthesis, playing a role of useful training objective.
- We use the regenerated blending weights based on the estimated ray depths for improving the robustness with negligible extra training cost.
- Our MixNeRF outperforms other state-of-the-art methods in the different standard benchmarks, showing much improved training and inference efficiency.

2. Related Works

2.1. Neural Scene Representations

Recently, coordinate-based neural representations [6, 25, 26, 30] have gained a lot of popularity in the neural scene rendering [1, 2, 11, 15, 17, 21, 23, 28]. Among them, Neural Radiance Fields (NeRF) [28] have broken new ground in the novel view synthesis research due to its wide possibility with the simple concept and state-of-the-art quality. Since NeRF, several works have been followed to ameliorate its drawbacks and improve the performance. Mip-NeRF [1] tackled the problem of aliasing by introducing cone tracing method. Ref-NeRF [36] reparameterized NeRF from the view-dependent outgoing radiance to reflected radiance, leading to improvement for specular reflections.

However, these methods suffer from severe performance degradation unless trained with a set of dense images with different camera poses, which hinders their practical applications. In this work, we address the sparse input scenario which is closer to the real-world condition. We are able to perform high-quality view synthesis from sparse inputs by modeling a ray with a mixture density model and improve both the training and the inference efficiency.

2.2. Sparse Input Novel View Synthesis

One of the fundamental causes of performance degradation is the lack of 3D geometry information from training images, resulting in an inaccurate depth estimation. There are two major paradigms to tackle this problem in the novel view synthesis from sparse inputs: pre-training and regularization approaches. The former approach [5, 7, 13, 16, 20, 22, 31, 34, 37, 42] provides prior knowledge to conditional models through pre-training. The image features extracted by a CNN feature extractor [7, 42] or a 3D cost volume obtained by image warping [5, 16] are used for training a generalizable model. Although they achieved promising performances under the sparse input setting, a large-scale dataset of multi-view images with different scenes is required for pre-training, which is burdensome to collect. Furthermore, despite the lengthy pre-training phase, most of these methods require additional test-time fine-tuning and are apt to suffer from quality degradation on different data domains.

The regularization approach [9, 12, 18, 29, 32, 39] introduces extra supervision to regularize the color and the geometry without an expensive pre-training process. Additional training resources, e.g. external modules such as CLIP [12] or a pre-trained normalizing flow model [10], extra depth inputs obtained by running structure-from-motion (SfM), and additional rays of unseen viewpoints, are often used to provide abundant supervisory signals. However, the existing methods are overly dependent on the extra training resources which might not always be available, hampering data/time efficiency. Moreover, it goes against the philosophy of the sparse-input novel-view synthesis which pursues the training efficiency.

Our proposed method requires neither an external module nor an additional inference of extra supervisory signals, resulting in a more efficient training framework.
2.3. Mixture Density Model

There exists a line of research utilizing a mixture density model in different tasks of computer vision [8, 19, 33, 40, 41]. Among 3D vision tasks, Tosi et al. [33] proposed a novel stereo-matching framework, SMD-Nets, tackling the over-smoothing problem of output representations by leveraging a mixture density network [3]. Choi et al. [8] reformulated 3D bounding box regression as a density estimation problem using a Gaussian Mixture Model (GMM), achieving a more efficient 3D object detection framework with few heuristic design factors.

Although the mixture density model shows a great potential in 3D vision tasks, there has not been an attempt to utilize it in the NeRF framework. Our MixNeRF is able to learn the 3D geometry successfully, which is a critical factor for rendering quality under the sparse input setting, by modeling a ray with a mixture of distributions.

3. Method

In this work, we propose a novel training framework of neural radiance fields for novel view synthesis from sparse inputs. We build our MixNeRF upon mip-NeRF [1] which uses a multiscale scene representation (Sec. 3.1). Moreover, we leverage the mixture density model framework to learn 3D geometry efficiently. More specifically, we model the colors of samples along a ray by a mixture of Laplace distributions with the predicted weights as mixing coefficients, which contributes to learning a scene’s geometry effectively with limited input views (Sec. 3.2). Furthermore, we estimate the depths of input rays as an auxiliary task and reuse it for producing blending weights once again as supplemental training resources, which enables robust rendering from unseen viewpoints with little additional burden for training (Sec. 3.3). In the training phase, our MixNeRF is not only trained to minimize the mean squared error (MSE) between predictions and GT colors, but also to maximize the likelihood of colors and depths for each ray (Sec. 3.4). Fig. 2 demonstrates an overview of our MixNeRF.

3.1. Preliminary: Neural Radiance Field

NeRF [28] represents a 3D scene with a continuous function, where a neural network $f(\cdot, \cdot)$ consisting of an MLP maps a 3D location $x = (x, y, z)$ and viewing direction $(\theta, \phi)$, which is expressed as a 3D Cartesian unit vector $\hat{d}$ in practice, along rays to colors $c = (r, g, b)$ and volume density $\sigma$:

$$f(\gamma(x), \gamma(\hat{d})) \rightarrow (c, \sigma),$$

where $\gamma(\cdot)$ indicates the positional encoding applied to the inputs $(x, d)$. Following the volume rendering theory [24], a pixel on an image is rendered by alpha compositing the colors and densities along the ray $r(t) = o + td$ cast from the camera origin $o$, where $d$ is the unnormalized direction vector, i.e., $d = \|d\|_2 \cdot \hat{d}$. The volume rendering integrals are approximated by the quadrature rule in practice [28] as follows:

$$\hat{c}(r) = \sum_{i=1}^{N} T_{i}(1 - \exp(-\sigma_{i}\delta_{i}))c_{i},$$

where $T_{i} = \exp(-\sum_{j=1}^{i-1} \sigma_{j}\delta_{j})$.

Note that $N$ and $\delta_{i} = \|d\|_2 \cdot (t_{i+1} - t_{i})$ denote the number of samples and the interval between the $i$-th sample and its adjacent one, respectively. To improve rendering efficiency, the two-stage hierarchical sampling is performed: coarse and fine stage. The points are sampled uniformly along a ray in the coarse stage, and then more informed samples are generated in the fine stage based on the density estimated from the coarse stage. Finally, the radiance field is optimized by minimizing the MSE between the rendered and ground truth color over the input images:

$$L_{MSE} = \sum_{r \in R} ||\hat{c}(r) - c^{GT}(r)||_{2}^{2},$$

where $R$ indicates a set of input rays.
Following RegNeRF [29], we adopt the mip-NeRF [1] representation for our MixNeRF. Mip-NeRF effectively alleviates the aliasing problem of NeRF by introducing a cone tracing method and an integrated positional encoding.

### 3.2. Modeling a Ray with Mixture Density Model

Given a set of input rays \( R = \{ r_1, \cdots, r_K \} \) on training images with the ground truths \( G = \{ G_1, \cdots, G_K \} \) for each of \( K \) pixels, the \( i \)-th ground truth \( G_i \) consists of the RGB color values \( c^\text{GT}_i \) and the unnormalized 3D ray vector \( d^\text{GT}_i \), i.e. \( G_i \triangleq \{ c^\text{GT}_i, d^\text{GT}_i \} \). Note that \( d^\text{GT}_i \) is the direction vector corresponding to \( t = 1 \) from the camera center. First, our MixNeRF estimates the distribution of the RGB color values \( c_i \) along the samples of the ray \( r_i \) on a pixel with a mixture model, which is derived from a weighted combination of component distributions. As shown in Fig. 2, in our model, \((c, \sigma, \beta)\), the conventional outputs of NeRF for each sampled point \( r(t) \), are used as a location parameter \( \mu \) and to compute a mixing coefficient \( \pi \), respectively. In addition to these, a scale parameter \( \beta = \{ \beta^r, \beta^g, \beta^b \} \) is also estimated in our model.

We assume that every element of \( c_i \) is independent of each other to simplify our mixture model formulation. Therefore, the \( j \)-th component’s probability density function (pdf) corresponding to the \( j \)-th sampled point for the \( i \)-th ray \( r_i \) is as follows:

\[
\mathcal{F}(c; \mu_{ij}^c, \beta_{ij}) = \prod_{c \in \{r, g, b\}} \mathcal{F}(c; \mu_{ij}^c, \beta_{ij})
\]
\[
= \prod_{c \in \{r, g, b\}} \frac{1}{2\beta_{ij}^c} \exp\left(-\frac{|c - \mu_{ij}^c|}{\beta_{ij}^c}\right), \tag{4}
\]

where \( \mathcal{F} \) denotes the Laplacian pdf. The pdf of our mixture model formed by the component distributions above is defined as:

\[
p(c | r_i) = \sum_{j=1}^{M} \pi_{ij} \mathcal{F}(c; \mu_{ij}^c, \beta_{ij}), \tag{5}
\]

where \( M \) denotes the number of mixture components which is the same as the number of samples along a ray. The mixture coefficient \( \pi_{ij} \) is derived from the density output \( \sigma_{ij} \) as follows:

\[
\pi_j = \frac{w_j}{\sum_{m=1}^{M} w_m} = \frac{T_j (1 - \exp(-\sigma_j \delta_j))}{\sum_{m=1}^{M} T_m (1 - \exp(-\sigma_m \delta_m))}. \tag{6}
\]

Note that we omitted ray index \( i \) for simplicity. Here, \( w_j \) and \( \delta_j \) indicate the weight for the alpha compositing and the sample interval, respectively. Since the mixture components corresponding to the samples with higher weights, which contribute more to the alpha composition of the color than other samples, are likely to have higher \( \pi \), we use the normalized weight as a mixing coefficient \( \pi \) so that \( \sum_{j=1}^{M} \pi_j = 1 \).

The concept of a mixture model corresponds to that of alpha compositing in that a complex multimodal distribution is able to be represented by the weighted combination of component distributions with mixing coefficients \( \pi \), like a pixel value derived from the weighted combination of estimated RGB values along ray samples with blending weights \( w \). Motivated by this conceptual similarity, we are able to model a ray with a mixture of distributions successfully without any heuristic factors. The mixing coefficients derived from the blending weights provide effective supervisory signals toward the densities, which are the core factor for successfully learning 3D scene geometry with limited input views.

### 3.3. Depth Estimation by Mixture Density Model

We propose a ray’s depth estimation as an effective auxiliary task for training our MixNeRF with sparse inputs. As demonstrated in Fig. 2, our MixNeRF estimates \( d \), the ray’s depth, which is defined as the length of the unnormalized ray direction vector \( d \), i.e. \( d \triangleq \|d\| \), along the ray samples. The ground truth \( G_i \) contains the ray direction values \( d_i \) as well, which are used in the form of 3D Cartesian unit vectors \( d^R_i = d_i / \|d_i\|_2 \) as an input viewing direction in practice. Like the RGB color values, the depths for each ray are modeled by our mixture model consisting of the Laplace distributions with the same scale parameters \( \beta \) and mixing coefficients \( \pi \) used above. The pdf of our mixture model for the depth of the \( i \)-th ray is as follows:

\[
p(d | r_i) = \sum_{j=1}^{M} \pi_{ij} \mathcal{F}(d; \mu_j^d, \beta_{ij}). \tag{7}
\]

Since the mixing coefficient \( \pi \) and parameter \( \beta \) are optimized through the supervision of the depth as well as the color values, it improves the robustness of our MixNeRF for slight changes of geometry. Also, considering that the successful depth estimation is crucial to the rendered images’ quality in a NeRF model [9,18,29,32], our direct estimation of the ray’s depth benefits a lot.

**Blending weight regeneration.** In addition, we exploit the estimated depth to regenerate the blending weights along the samples and model the RGB color values by a mixture of distributions once again. Since the estimated depth of each sample is trained to be nearly identical to the ground truth depth, but not exactly the same, it can play a role of pseudo geometry for adjacent points of the sample without any additional pre-generation process of extra training data, e.g. depth inputs made by SfM or rays from unobserved viewpoints. The new blending weight \( \tilde{w}_j \) of the \( j \)-th sample along a ray based on the estimated depth \( \mu_j^d \) are
3.4. Total Loss

Our MixNeRF is trained to maximize the likelihood of $c^{\text{GT}}$ and $d^{\text{GT}}$ for a set of input rays $R$ as well as to minimize the $L_{\text{MSE}}$. Therefore, the loss functions can be simply defined to minimize the negative log-likelihood (NLL) of the ground truths as follows:

$$L_{\text{MSE}} = - \sum_{r \in R} \log p(c^{\text{GT}} | r),$$

$$L_{\text{NLL}}^C = - \sum_{r \in R} \log p(c^{\text{GT}} | r),$$

$$L_{\text{NLL}}^D = - \sum_{r \in R} \log p(d^{\text{GT}} | r),$$

$$L_{\text{C}}^C = - \sum_{r \in R} \log p(c^{\text{GT}} | r),$$

where each of which corresponds to the NLL form of Eq. (5), Eq. (7) and Eq. (9), respectively. As a result, we define our total loss as:

$$L_{\text{total}} = L_{\text{MSE}} + \lambda_C L_{\text{NLL}}^C + \lambda_D L_{\text{NLL}}^D + \hat{\lambda}_C L_{\text{NLL}}^C,$$

where $\lambda_C$, $\lambda_D$ and $\hat{\lambda}_C$ are balancing terms for the losses. More details about training and implementation are provided in the supplementary material.

4. Experiments

4.1. Experimental Details

Datasets and metrics. We evaluate MixNeRF on the multiple standard benchmarks: DTU [14], LLFF [27] and Realistic Synthetic 360° [28]. DTU consists of images containing objects located on a white table with a black background. LLFF contains real forward-facing scenes and is usually used as an out-of-distribution test set for pre-training methods. We also compare our MixNeRF against other regularization methods on the Realistic Synthetic 360°, which provides 8 synthetic scenes each consisting of 400 images rendered from inward-facing cameras with various viewpoints. We follow the overall experimental protocols of [12, 18, 28, 42] for these datasets.

For the evaluation metrics, we adopt the mean of PSNR, structural similarity index (SSIM) [38], LPIPS perceptual metric [43], and the geometric average [1]. Kindly refer to the supp. mat. for more details about datasets and metrics.

Baselines. We compare our method against several representative pre-training and regularization approaches [5, 7, 12, 18, 29, 42] as well as the vanilla mip-NeRF [1]. We report the evaluation results from [29] for DTU and LLFF, which are superior to those from their original papers due to the improved training curriculum. The DTU dataset is used as a pre-training resource for PixelNeRF [42], MVS-NeRF [5], and SRF [7], and the LLFF dataset serves as an out-of-domain test set. The regularization approaches and mip-NeRF are trained for each scene without pre-training.

For Realistic Synthetic 360°, we train other regularization approaches [12, 18, 29] by their training schemes. Note that the pre-trained RealNVP [10] for training RegNeRF [29] is not publicly available and we report the results of RegNeRF trained without it on the Realistic Synthetic 360°. For the analysis of MixNeRF (Sec. 4.2), all models including ours are trained with the same batch size and iterations.

4.2. Analysis of MixNeRF

Benefit of mixture density model. We leverage a mixture density model, which represents a complex multimodal distribution with a weighted combination of component distri-
MixNeRF (Ours)
RegNeRF [29]
(a) LLFF 3-view
(b) DTU 3-view
(c) Realistic Synthetic 360° 4-view

Comparison of estimated depth map. We compare MixNeRF against RegNeRF, the state-of-the-art regularization approach. Our MixNeRF estimates more accurate depth maps and captures fine details better, leading to high-quality rendering with more distinct edges and less artifacts.

Table 1. Comparison with baselines by the number of ray samples. Our MixNeRF with 75% fewer samples (32-sample) outperforms RegNeRF with default 128-sample, and still achieves comparable results with only 16-sample (×8 reduction).

Efficiency in training and inference. Our MixNeRF improves the efficiency for both the training and the inference phases by learning the 3D geometry effectively without burdensome extra training resources. Fig. 1 illustrates that MixNeRF achieves superior performance with reduced training time among the vanilla mip-NeRF and two representative regularization methods on the LLFF. For a fair comparison, we compare the methods based on the identical JAX codebase [4] using the same batch size and iterations on 2 NVIDIA TITAN RTX. Although it takes a similar amount of time to train DietNeRF as MixNeRF, its performance is inferior significantly to ours in 3 and 6-view scenario. Compared to RegNeRF, ours outperforms it with about 42% shorter training time per scene under the same number of input view scenario, resulting from the elimination of extra inference for additional unseen rays. Furthermore, we also observe that our MixNeRF shows better data efficiency requiring up to about 60% fewer inputs than mip-NeRF to achieve comparable results, and outperforms mip-NeRF consistently in more than 9-view scenarios. It indicates that our proposed training strategy is effective in general scenarios as well as the sparse input setting. The related experimental results are provided in the suppl. material. For the inference efficiency, Tab. 1 demonstrates the SSIM results by the number of samples along a ray on the LLFF under the 3-view scenario. Our MixNeRF with 32-sample outperforms RegNeRF with default 128-sample, and still achieves comparable results with only 16-sample thanks to the capacity of our mixture model for representing the blending weight distributions successfully.

4.3. Ablation Study

We report the quantitative and qualitative results of our ablation study in Fig. 5. We observe that modeling a ray with mixture of distributions is helpful for improving performance under the sparse view setting ((1) → (2)). Also, our proposed ray depth estimation task contributes to further improving the rendering quality by generating more accurate depth maps ((2) → (3)). However, despite the well-estimated depth map, the RGB image suffers from the foggy artifacts upon the objects as shown in (3). By remodeling a ray through the weight regeneration process, our MixNeRF achieves high-quality of both RGB image and depth map ((3) → (5)). Since the regenerated weights are not helpful

<table>
<thead>
<tr>
<th></th>
<th># of samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>128</td>
</tr>
<tr>
<td>mip-NeRF [1]</td>
<td>0.332</td>
</tr>
<tr>
<td>RegNeRF [29]</td>
<td>0.587</td>
</tr>
<tr>
<td>MixNeRF (Ours)</td>
<td>0.629</td>
</tr>
</tbody>
</table>
without a supervision toward the ray depth estimation task ((2) → (4)), our proposed auxiliary task of ray depth estimation is useful for learning 3D geometry and playing a role of additional training resources by weight regeneration process on-the-fly.

4.4. Comparison with other SOTA methods

LLFF. As shown in Tab. 2, the pre-training approaches except MVSNerf are not able to achieve comparable results without fine-tuning for the 3-view scenario. The regularization approaches and vanilla mip-NeRF outperform the pre-training approaches in 6 and 9-view settings. Especially, RegNeRF improves the rendering quality by a large margin compared to mip-NeRF and DietNeRF, thanks to the regulariza-

**Table 2. Quantitative results on LLFF and DTU.** Our method achieves comparable or state-of-the-art performance across all scenarios. For LLFF, our MixNerf outperforms both pre-training and regularization baselines without any burdensome extra training resources. Likewise, MixNerf achieves competitive results against the state-of-the-art methods on DTU dataset. ft indicates fine-tuning.

<table>
<thead>
<tr>
<th>Approach</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>LPIPS ↓</th>
<th>Average Error ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3-view</td>
<td>6-view</td>
<td>9-view</td>
<td>3-view</td>
</tr>
<tr>
<td>mip-NeRF [1]</td>
<td>N/A</td>
<td>14.62</td>
<td>20.87</td>
<td>24.26</td>
</tr>
<tr>
<td>PixelNeRF [42]</td>
<td>7.93</td>
<td>8.74</td>
<td>8.61</td>
<td>0.272</td>
</tr>
<tr>
<td>PixelNeRF ft [42]</td>
<td>16.17</td>
<td>17.03</td>
<td>18.92</td>
<td>0.438</td>
</tr>
<tr>
<td>SRF [7]</td>
<td>12.34</td>
<td>13.10</td>
<td>13.00</td>
<td>0.250</td>
</tr>
<tr>
<td>SRF(ft) [7]</td>
<td>17.07</td>
<td>16.75</td>
<td>17.39</td>
<td>0.436</td>
</tr>
<tr>
<td>MVSNerf [5]</td>
<td>17.25</td>
<td>19.79</td>
<td>20.47</td>
<td>0.557</td>
</tr>
<tr>
<td>MVSNerf ft [5]</td>
<td>17.88</td>
<td>19.99</td>
<td>20.47</td>
<td>0.584</td>
</tr>
<tr>
<td>DietNeRF [12]</td>
<td>14.94</td>
<td>21.75</td>
<td>24.28</td>
<td>0.370</td>
</tr>
<tr>
<td>RegNeRF [29]</td>
<td>19.08</td>
<td>23.10</td>
<td>24.86</td>
<td>0.587</td>
</tr>
<tr>
<td>MixNerf (Ours)</td>
<td>19.27</td>
<td>23.76</td>
<td>25.20</td>
<td>0.629</td>
</tr>
</tbody>
</table>

**Table 3. Quantitative results on Realistic Synthetic 360°.** MixNerf outperforms other state-of-the-art regularization methods by a large margin.

**Figure 5. Ablation study.** † uses a scene annealing strategy.
MixNeRF renders clearer images, capturing fine details better than other baselines despite a little worse quantitative results for some metrics. More qualitative results of LLFF and DTU are provided in the suppl. material.

Realistic Synthetic 360°. As shown in Tab. 3, our MixNeRF outperforms other regularization baselines across all settings and metrics by a large margin. Fig. 6e illustrates that other methods suffer from severe floating artifacts and degenerate colors in the 4-view scenario. Especially, the depth smoothing strategy of RegNeRF rather brings about the significant performance degradation. It implies that smoothing is not a fundamental solution universally effective for different datasets. Compared to the baselines, our MixNeRF achieves superior rendering quality with much less artifacts and more accurate geometry in both 4 and 8-view (see the suppl. material) scenarios.

5. Conclusion

We have introduced MixNeRF, a novel regularization approach for training NeRF in the limited data scenario. However, previous approaches heavily depend on the extra training resources, which goes against the philosophy of sparse-input novel-view synthesis pursuing the efficiency of training. To overcome this bottleneck, we propose modeling a ray with mixture density, which enables effective learning of 3D geometry with sparse inputs. Furthermore, our novel training strategy, consisting of an auxiliary ray depth estimation and the following weight regeneration, further improves the rendering quality and better reconstructs 3D geometry by more accurate depth estimation without any extra training resources that should be prepared in advance. Our proposed MixNeRF outperforms both pre-training and regularization approaches across the multiple benchmarks with an enhanced efficiency of training and inference.
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