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Figure 1. The proposed approach crafts “naturalistic” and transferable text-guided adversarial faces to deceive black-box
face recognition systems. First row shows original images that need to be protected and second row shows corresponding
protected images along with the user-defined makeup text prompts that guide the adversarial search. Comparison against
existing methods is shown in the third row. The yellow text represents the confidence score (higher is better) output by a
commercial API (Face++), when matching the protected image against the target identity shown in the bottom right. The
reference image used by [22] for makeup transfer is shown at the bottom corner of the corresponding adversarial image.
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Abstract

The success of deep learning based face recognition sys-
tems has given rise to serious privacy concerns due to their
ability to enable unauthorized tracking of users in the dig-
ital world. Existing methods for enhancing privacy fail
to generate “naturalistic” images that can protect facial
privacy without compromising user experience. We pro-
pose a novel two-step approach for facial privacy protection
that relies on finding adversarial latent codes in the low-
dimensional manifold of a pretrained generative model. The
first step inverts the given face image into the latent space
and finetunes the generative model to achieve an accurate
reconstruction of the given image from its latent code. This
step produces a good initialization, aiding the generation

of high-quality faces that resemble the given identity. Sub-
sequently, user-defined makeup text prompts and identity-
preserving regularization are used to guide the search for
adversarial codes in the latent space. Extensive experi-
ments demonstrate that faces generated by our approach
have stronger black-box transferability with an absolute
gain of 12.06% over the state-of-the-art facial privacy pro-
tection approach under the face verification task. Finally,
we demonstrate the effectiveness of the proposed approach
for commercial face recognition systems. Our code is avail-
able at https://github.com/fahadshamshad/Clip2Protect.

1. Introduction

Deep learning based face recognition (FR) systems [43,
61] have found widespread usage in multiple applications,
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2. Related Work
Obfuscation Methods: Obfuscation is the most widely
used technique [38] to protect user’s facial privacy. Ear-
lier obfuscation approaches typically degrade the quality of
the original face image by applying simple operations such
as masking [52, 64], filtering [33, 78], and image transfor-
mations [8, 36, 62]. While these relatively simple obfus-
cation techniques are reasonable for surveillance applica-
tions, they are ill-suited for online/social media platforms
where user experience is critical [41]. Though deep learn-
ing based obfuscation approaches generate more realistic
images [4,7,56,58], they often result in a change of identity
compared to the original image and occasionally produce
undesirable artifacts [30, 31, 34].
Noise-based Adversarial Examples: Adversarial attacks
have been used to protect users from unauthorized FR mod-
els. Some methods [6, 53] rely on data poisoning to de-
ceive targeted FR models, but are less practical because ac-
cess to the training data or the gallery set of the unknown
FR system is often not available. Other approaches have
used game-theory perspective [42] in white-box settings
or person-specific privacy masks (one mask per person) to
generate protected images at the cost of acquiring multiple
images of the same user [77]. In contrast, we aim to fool
the black box FR model using only single image. In TIP-
IM [70], targeted optimization was used to generate privacy
masks against unknown FR models by introducing a natu-
ralness constraint. While this approach provides effective
privacy, it generates output images with perceptible noises
that can affect the user experience [70].
Unrestricted Adversarial Examples: Unrestricted adver-
sarial attacks (UAAs) are not constrained by the perturba-
tion norm and can induce large but semantically meaningful
perturbations. These attacks have been extensively studied
in image classification literature [3, 35, 55, 68, 73, 76] and it
has been shown that outputs generated via UAAs are less
perceptible to human observers as compared to noise-based
adversarial attacks. Motivated by this observation, patch-
based unrestricted attacks have been proposed to generate
wearable adversarial accessories like colorful glasses [54],
hat [29] or random patch [69] to fool the FR model, but
such synthesized patches generally have weak transferabil-
ity due to the limited editing region and the large visible
pattern compromises naturalness and affects user experi-
ence. Recently, generative models [24, 50] have been lever-
aged to craft UAAs against FR models. However, these
generative approaches are either designed for the white-
box settings [46,79] or show limited performance in query-
free black-box settings [25]. Makeup-based UAAs [17, 72]
have also been proposed against FR systems by embed-
ding the perturbations into a natural makeup effect. These
makeup based attacks have also been exploited to protect
the user privacy by applying adversarial makeup on the user

face image [22]. However, interference between adversarial
perturbations and makeup transfer can produce undesirable
makeup artifacts in the output images. Moreover, these at-
tacks generally assume access to large makeup datasets for
training models and require a reference makeup image. In
contrast, our approach finds adversarial faces on the natu-
ral image manifold in black-box setting via guidance from
makeup text prompt, which makes it less susceptible to arti-
facts (see Fig. 1) and more practical.
Vision-Language Modelling: Cross-modal vision-
language modelling has attracted significant attention in
recent years [13]. OpenAI introduced CLIP [47] that is
trained on 400 million image-text pairs using contrastive
objective and maps both image and text in a joint multi-
modal embedding space. With powerful representation
embedding of CLIP, several methods have been proposed
to manipulate images with text-guidance. StyleCLIP [44]
and DiffusionCLIP [28, 40] leverage the powerful gener-
ative capabilities of StyleGAN and diffusion models to
manipulate images with text prompts. Other similar works
include HairCLIP [66], CLIP-NeRF [60], CLIPstyler [32],
and CLIPDraw [14]. While these methods focus on the
text-guidance ability of CLIP, our approach aims to find the
adversarial latent codes in a generative model’s latent space
for privacy protection against black-box FR models.

3. Proposed Approach for Facial Privacy
Our goal is to protect user facial privacy on online plat-

forms against unknown (black-box) FR models without
compromising on the user’s online experience. The pro-
posed approach finds protected faces by adversarially ex-
ploring the low-dimensional latent space of a pretrained
generative model that is trained on natural face images. To
avoid artifacts in the protected image, we restrict the search
for adversarial faces close to the clean image manifold
learned by the generative model. Moreover, we propose to
optimize only over identity-preserving latent codes in the
latent space. This effectively preserves human-perceived
identity during attack while offering high privacy against
automated systems. Further, we employ natural makeup-
like perturbations via guidance from a text prompt, which
provides more flexibility to the user compared to reference
image-based adversarial makeup transfer [22].

3.1. Preliminaries

Let x ∈ X ⊂ Rn denote the given original/real face
image. Let f(x) : X → Rd be a FR model that ex-
tracts a fixed-length normalized feature representation. Let
D(x1,x2) = D(f(x1), f(x2)) be a distance metric that
measures the dissimilarity between two face images x1

and x2 based on their respective representations f(x1)
and f(x2). Generally a FR system can operate in two
modes: verification and identification. A face verification
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Figure 2. Overall pipeline of the proposed approach to protect users facial privacy. Our proposed approach searches for the adversarial
latent codes on the generative manifold to reconstruct an adversarial face that is capable of fooling unknown FR systems for privacy
protection. Our approach allows ”makeup” editing in an adversarial manner through user defined textual prompts and thereby enhance the
user’s online experience. Our text-guided objective searches for such latent codes while keeping the original identity preserved.

system predicts that two faces belong to the same identity
if D(x1,x2) ≤ τ , where τ is the system threshold. On the
other hand, a (closed set) face identification system com-
pares the input image (probe) against a set of face images
(gallery) and outputs the identity whose representation is
most similar to that of the probe. Since the attacker can
employ verification or identification to determine the user
identity using black-box FR models, a protection approach
should conceal the user’s identity in both scenarios.

User privacy can be protected by misleading the mali-
cious FR model through impersonation or dodging attacks.
In the context of verification, impersonation (false match)
implies that the protected face matches with the face of
a specific target identity and dodging (false non-match)
means that the protected face does not match with some
other image of the same person. Similarly, for face iden-
tification, impersonation ensures that the protected image
gets matched to a specified target identity in the gallery set,
while dodging prevents the protected face from matching
with images of the same person in the gallery.
Problem Statement: Given the original face image x,
our goal is to generate a protected face image xp such
that D(xp,x) is large (for successful dodging attack) and
D(xp,xt) is small (for successfully impersonating a target
face xt), where O(x) ̸= O(xt) and O is the oracle that
gives the true identity labels. At the same time, we want to
minimize H(xp,x), where H quantifies the degree of un-
naturalness introduced in the protected image xp in relation
to the original image x. Formally, the optimization problem
that we aim to solve is:

min
xp

L(xp) = D(xp,xt)−D(xp,x) (1)

s.t. H(xp,x) ≤ ϵ

(a) Original (b) Encoder Inversion (c) Generator finetuning

Figure 3. Generator finetuning allows near-perfect reconstructions
of LFW dataset sample. This is crucial for the online experience
of users. Matching scores returned by Face++ API are 62.38 and
98.96 for encoder and generator-finetuned inversions, respectively.

where ϵ is a bound on the adversarial perturbation. For
noise-based approach, H(xp,x) = ∥x−xp∥p, where ∥ ·∥p
denotes the Lp norm. However, direct enforcement of the
perturbation constraint leads to visible artifacts, which af-
fects visual quality and user experience. Constraining the
solution search space to a natural image manifold using an
effective image prior can produce more realistic images.
Note that the distance metric D is unknown since our goal
is to deceive a black-box FR system.

3.2. Makeup Text-Guided Adversarial Faces

Our approach restricts the solution space of the protected
face xp to lie close to the clean face manifold X . This man-
ifold can be learned using a generative model trained on real
human faces. Specifically, let Gθ(w) : W → Rn denote the
pretrained generative model with weights θ, where W is the
latent space. Our proposed approach consists of two stages:
(i) latent code initialization (Sec. 3.2.1) and (ii) text-guided
adversarial optimization (Sec. 3.2.2). The overall pipeline
of the proposed approach is shown in Fig. 2.
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3.2.1 Latent Code Initialization

The latent code initialization stage is based on GAN inver-
sion, which aims to invert the original image x into the la-
tent space W , i.e., find a latent code winv ∈ W such that
xinv = Gθ(winv) ≈ x. To achieve this, we first use an
encoder-based inversion called e4e [59] to infer winv in W
from x i.e., winv = Iϕ(x), where Iϕ : X → W is the
pretrained encoder with weights ϕ (see Fig. 2).

We use StyleGAN trained on a high-resolution dataset of
face images as the pretrained generative model Gθ due to its
powerful synthesis ability and the disentangled structure of
its latent space. A significant challenge during inversion is
preserving the identity of the original image i.e., O(x) =
O(xinv). Generally, optimization and encoder-based inver-
sion approaches struggle to preserve identity after recon-
struction [49] (see Fig. 3b). Moreover, when using these ap-
proaches, the inversion error can be large for out-of-domain
face images with extreme poses and viewpoints, which are
quite common in social media applications. Therefore,
these approaches cannot be applied directly to invert x. In-
stead, motivated by the recent observation [49] that slight
changes to the pretrained generator weights do not harm
its editing abilities while achieving near-perfect reconstruc-
tions, we finetune the pretrained generator weights θ instead
of the encoder weights ϕ. Specifically, we fix winv = Iϕ(x)
and fine-tune Gθ using the following loss:

θ∗ = argmin
θ

LLPIPS(x, Gθ(winv)) + λ2L2(x, Gθ(winv)),

where LLPIPS is the perceptual loss and L2 denotes the pixel-
wise similarity. The final inverted image x∗

inv (see Fig.
3c) can be obtained by performing a forward pass of winv
through fine-tuned generator i.e., x∗

inv = Gθ∗(winv).

3.2.2 Text-guided adversarial optimization

Given the inverted latent code winv and fine-tuned generator
Gθ∗(.), our goal is to adversarially perturb this latent code
winv in the low-dimensional generative manifold W to gen-
erate a protected face that fools the black-box FR model,
while imitating the makeup style of the text prompt tmakeup.

To achieve these objectives, we investigate the follow-
ing questions: (i) how to effectively extract makeup style
information from tmakeup and apply it to the face image x in
an adversarial manner?, (ii) how to regularize the optimiza-
tion process so that the output face image is not qualitatively
impaired?, (iii) how to craft effective adversarial perturba-
tions that mislead black-box FR models?, and (iv) how to
preserve the human-perceived identity O(x) of the original
face image while ensuring high privacy?

The first issue can be addressed by aligning the output
adversarial image with the text prompt tmakeup in the em-
bedding space of a pretrained vision-language model. The

second issue is addressed by enforcing the adversarial latent
code to remain close to initialization winv. The third issue is
solved by crafting transferable text-guided adversarial faces
on a white-box surrogate model (or an ensemble of mod-
els) with the goal of boosting the fooling rate on the black-
box FR model. Finally, we leverage the disentangled na-
ture of latent space in the generative model and incorporate
an identity-preserving regularization to effectively maintain
the original visual identity. We now present the details of
the loss functions used to incorporate the above ideas.
Textual Loss: A key ingredient of the proposed approach is
text-based guidance to inconspicuously hide the adversarial
perturbations into the makeup effect. This can be naively
achieved by aligning the representation of tmakeup and the
adversarial face Gθ∗(w) in the common embedding space
of a pre-trained vision-language model (e.g. CLIP [47]).
However, this approach will transform the whole output im-
age to follow the makeup style of tmakeup, which results in
low diversity. Therefore, we use a directional CLIP loss
that aligns the CLIP-space direction between the text-image
pairs of the original and adversarial images. Specifically,

Lclip = 1− ∆I ·∆T

|∆I||∆T |
, (2)

where ∆T = ET (tmakeup) − ET (tsrc) and ∆I =
EI(Gθ∗(w)) − EI(x). Here, ET and EI are the text and
image encoders of the CLIP model and tsrc is the semantic
text of the input image x. Since we are dealing with faces,
tsrc can be simply set as “face”. This loss localizes makeup
transfer (e.g. red lipstick) without affecting privacy.
Adversarial Loss: Our goal is to traverse over the latent
space W to find adversarial latent codes on the generative
manifold whose face feature representation lies close to that
of target image and far away from the original image itself
i.e., D(xp,x) > D(xp,xt). Hence, the adversarial loss is:

Ladv = D(Gθ∗(w),xt)−D(Gθ∗(w),x), (3)

where D(x1,x2) = 1 − cos[f(x1), f(x2))] is the cosine
distance. Since the malicious FR model is unknown in the
black-box setting, Eq. 3 cannot be solved directly. Instead,
following AMT-GAN [22], we perform adversarial opti-
mization on an ensemble of white-box surrogate models to
imitate the decision boundary of the unknown FR model.
Identity Preservation Loss: The optimization over the
generative manifold ensures that the protected image xp

is natural i.e., artifact-free, however, it does not explicitly
enforce the protected image to preserve the identity of the
original image with respect to the human observer. To mit-
igate the issue, we take advantage of the semantic control
exhibited by StyleGAN in its latent space. The latent code
w ∈ W impacts image generation by controlling different
level of semantics in the output image. Specifically, latent
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Table 2. Protection success rate (PSR %) of black-box impersonation attack under the face verification task. For each column, the other
three FR systems are used as surrogates to generate the protected faces.

Method CelebA-HQ LADN-Dataset Average
IRSE50 IR152 FaceNet MobileFace IRSE50 IR152 FaceNet MobileFace

Clean 7.29 3.80 1.08 12.68 2.71 3.61 0.60 5.11 4.61
Inverted 5.57 2.77 0.60 13.32 6.80 4.51 0.25 11.66 5.68
PGD [37] 36.87 20.68 1.85 43.99 40.09 19.59 3.82 41.09 25.60
MI-FGSM [10] 45.79 25.03 2.58 45.85 48.90 25.57 6.31 45.01 30.63
TI-DIM [11] 63.63 36.17 15.30 57.12 56.36 34.18 22.11 48.30 41.64
Adv-Makeup(IJCAI’21) [71] 21.95 9.48 1.37 22.00 29.64 10.03 0.97 22.38 14.72
TIP-IM(ICCV’21) [70] 54.40 37.23 40.74 48.72 65.89 43.57 63.50 46.48 50.06
AMT-GAN(CVPR’22) [22] 76.96 35.13 16.62 50.71 89.64 49.12 32.13 72.43 52.84

Ours 81.10 48.42 41.72 75.26 91.57 53.31 47.91 79.94 64.90

Table 3. Protection success rate (PSR %) of black-box dodging (top) and impersonation (bottom) attacks under the face identification
task for LFW dataset [23]. For each column, the other three FR systems are used as surrogates to generate the protected faces. R1-U:
Rank-1-Untargeted, R5-U: Rank-5-Untargeted, R1-T: Rank-1-Targeted, R5-T: Rank-5-Targeted.

Method IRSE50 IR152 FaceNet MobileFace Average
R1-U R5-U R1-U R5-U R1-U R5-U R1-U R5-U R1-U R5-U

MI-FGSM [10] 70.2 42.6 58.4 41.8 59.2 34.0 68.0 47.2 63.9 41.4
TI-DIM [11] 79.0 51.2 67.4 54.0 74.4 52.0 79.2 61.6 75.0 54.7
TIP-IM(ICCV’21) [70] 81.4 52.2 71.8 54.6 76.0 49.8 82.2 63.0 77.8 54.9

Ours 86.6 59.4 73.4 56.6 83.8 51.2 85.0 66.8 82.2 58.5

R1-T R5-T R1-T R5-T R1-T R5-T R1-T R5-T R1-T R5-T

MI-FGSM [10] 4.0 10.2 3.2 14.2 9.0 18.8 8.4 22.4 6.15 16.4
TI-DIM [11] 4.0 13.6 7.8 19.6 18.0 32.8 21.6 39.0 12.85 26.25
TIP-IM(ICCV’21) [70] 8.0 28.2 11.6 31.2 25.2 56.8 34.0 51.4 19.7 41.9

Ours 11.2 37.8 16.0 51.2 27.4 54.0 39.0 61.2 23.4 51.05

Method FID ↓ PSR Gain ↑

Adv-Makeup [71] 4.23 0
TIP-IM [70] 38.73 35.34
AMT-GAN [22] 34.44 38.12

Ours 26.62 50.18

Table 4. FID com-
parison. PSR Gain
is absolute gain in
PSR relative to Adv-
Makeup.

FR models under face verification and identification tasks.
To generate protected images, we use three FR models as a
surrogate to imitate the decision boundary of the fourth FR
model. All results are averaged over 5 text based makeup
styles that are provided in the supplementary material.

For face verification experiments, we set the system
threshold value at 0.01 false match rate for each FR model
i.e., IRSE50 (0.241), IR152 (0.167), FaceNet (0.409), and
MobileFace (0.302). Quantitative results in terms of PSR
for impersonation attack under the face verification task are
shown in Tab. 2. Our approach is able to achieve an aver-
age absolute gain of about 12% and 14% over SOTA unre-
stricted [22] and noise-based [70] facial privacy protection
methods, respectively. Qualitative results are shown in Fig.
1 which shows that protected faces generated by our ap-
proach are more realistic. Results for dodging attacks under
face verification are provided in the supplementary mate-
rial. In Tab. 3, we also provide PSR vales under the face
identification task for dodging (untargeted) and imperson-
ation attacks. Our approach consistently outperforms recent

methods at both Rank-1 and Rank-5 settings. We empha-
size that we are the first to show effectiveness of generative
models in offering untargeted privacy protection (dodging)
in a more practical identification setting. Since AMT-GAN
and Adv-Makeup are originally trained to impersonate tar-
get identity under the verification task, we have not included
them in Tab. 3. Qualitative results for LFW and CelebA are
provided in the supplementary material.

We report FID scores (lower is better) of our approach
in Tab. 4 for CelebA and LADN datasets to measure nat-
uralness. Adv-Makeup has the lowest FID score as it only
applies makeup to the eye region without changing the rest
of the face. However, this kind of restriction results in
poor PSR. Our method has lower FID compared to TIP-IM
and AMT-GAN and achieves the highest PSR. We provide
PSNR and SSIM results in the supplementary material.

4.2. Effectiveness in Real-World Applications

We now show the effectiveness of our approach to pro-
tect facial images (through targeted impersonation) against
commercial API such as Face++ and Tencent Yunshentu FR
platform operating in the verification mode. These APIs re-
turn confidence scores between 0 to 100 to measure whether
two images are similar or not, where a high confidence score
indicates high similarity. As the training data and model
parameters of these propriety FR models are unknown, it
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Figure 4. Average confidence score (higher is better) returned by a
real-world face verification API, Face++, for impersonation attack.
Our approach has a higher confidence score than state-of-the-art
makeup and noise-based facial privacy protection methods.

Table 5. Impact of λlatent on FID score and PSR.

λlatent 0.5 0.1 0.05 0.01 0.005 0.0001 0

FID 11.6 21.4 25.2 27.8 30.1 38.4 43.2
PSR (%) 31.2 39.0 57.4 76.2 83.8 90.0 93.6

effectively mimics a real-world scenario. We protect 100
faces randomly selected from CelebA-HQ using the base-
lines and the proposed method. In Fig. 4, we show the
average confidence score returned by Face++ against these
images. These results indicate that our method has a high
PSR compared to baselines. We defer more details and re-
sults for Tencent Yunshentu API to supplementary material.

4.3. Ablation Studies

Next, we report some ablations to evaluate the contribu-
tions of our loss components.
Makeup based text guidance: As shown in Fig. 5 (top), in
the absence of text guidance, resulting images may contain
artifacts due to increased perturbations induced by the ad-
versarial objective. Text-guidance effectively hides the per-
turbations in the makeup, leading to more natural looking
images. It also provides the user more flexibility to select a
desired makeup style compared to a reference image.
Identity preserving regularization: Optimizing over the
whole latent space provides more degrees of freedom and
increases the PSR. However, it does not explicitly enforce
adversarial optimization to preserve the user identity as
shown in Fig. 5 (bottom). The proposed identity preserving
regularization effectively preserves identity, while imitating
the desire makeup style.
Impact of latent loss weight: Decreasing the weight as-
signed to the latent loss λlatent results in an increase in both
the FID score and PSR (and vice versa). Allowing the la-
tent to deviate more from the initial inverted latent code of
the given face image often results in artifacts caused by the
adversarial loss, degrading naturalness but aiding privacy.
Robustness against textual variations. Finally, we eval-
uate the impact of different textual styles on the PSR. We

Original w/o text guidance w text guidance

Original
w/o ID 

regularization

w ID 

regularization

Figure 5. Top: Effect of makeup-based text guidance on the visual
quality of the output images. Output images are able to imperson-
ate the target identity for face verification. Text-prompt is “tanned
makeup with red lipstick”. Bottom: Optimizing over all latent
codes changes the identity of the protected image. Our identity-
preserving regularization enforces the adversarial optimization to
search for latent codes that hide the perturbations in the makeup
effect while simultaneously preserving visual identity.

Table 6. Impact of different textual makeup styles on PSR.
Makeup styles are “tanned”, “pale”, “pink eyeshadows”, “red
lipstick”, and “Matte”. Std. denotes standard deviation.

t1makeup t2makeup t3makeup t4makeup t5makeup Std.

PSR 74.1 77.3 78.4 78.7 79.2 1.24

select five text-based makeup styles to protect 1000 images
of CelebA-HQ using our method. Results in Tab. 6 shows
that PSR does not change significantly (low standard devi-
ation) for different makeup styles, indicating robustness of
our approach wrt different text-based makeup styles.

5. Conclusion
We have proposed a framework to protect privacy of face

images on online platforms by carefully searching for ad-
versarial codes in the low-dimensional latent manifold of a
pre-trained generative model. We have shown that incorpo-
rating a makeup text-guided loss and an identity preserving
regularization effectively hides the adversarial perturbations
in the makeup style, provides images with high quality, and
preserves human-perceived identity. While this approach is
robust to the user-defined text-prompt and target identity,
it would be beneficial if the text-prompt and target identity
can be automatically selected based on the given face im-
age. Limitations of our method include high computational
cost at the time of protected face generation.
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