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Abstract

The rapid advances in Vision Transformer (ViT) refresh
the state-of-the-art performances in various vision tasks,
overshadowing the conventional CNN-based models. This
ignites a few recent striking-back research in the CNN
world showing that pure CNN models can achieve as good
performance as ViT models when carefully tuned. While
encouraging, designing such high-performance CNN mod-
els is challenging, requiring non-trivial prior knowledge of
network design. To this end, a novel framework termed
Mathematical Architecture Design for Deep CNN (Deep-
MAD") is proposed to design high-performance CNN mod-
els in a principled way. In DeepMAD, a CNN network is
modeled as an information processing system whose expres-
siveness and effectiveness can be analytically formulated
by their structural parameters. Then a constrained mathe-
matical programming (MP) problem is proposed to optimize
these structural parameters. The MP problem can be eas-
ily solved by off-the-shelf MP solvers on CPUs with a small
memory footprint. In addition, DeepMAD is a pure math-
ematical framework: no GPU or training data is required
during network design. The superiority of DeepMAD is val-
idated on multiple large-scale computer vision benchmark
datasets. Notably on ImageNet-1k, only using conventional
convolutional layers, DeepMAD achieves 0.7% and 1.5%
higher top-1 accuracy than ConvNeXt and Swin on Tiny
level, and 0.8% and 0.9% higher on Small level.

1. Introduction

Convolutional neural networks (CNNs) have been
the predominant computer vision models in the past
decades [23,31,41,51,62]. Until recently, the emergence of
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Figure 1. Comparison between DeepMAD models, Swin [40] and
ConvNeXt [41] on ImageNet-1k. DeepMAD achieves better per-
formance than Swin and ConvNeXt with the same scales.

Vision Transformers (ViTs) [18, 40, 63] establishes a novel
deep learning paradigm surpassing CNN models [40, 63]
thanks to the innovation of self-attention [65] mechanism
and other dedicated components [3, 17,28,29,54] in ViTs.

Despite the great success of ViT models in the 2020s,
CNN models still enjoy many merits. First, CNN models do
not require self-attention modules which require quadratic
computational complexity in token size [45]. Second, CNN
models usually generalize better than ViT models when
trained on small datasets [41]. In addition, convolutional
operators have been well-optimized and tightly integrated
on various hardware platforms in the industry, like IoT [5].

Considering the aforementioned advantages, recent re-
searches try to revive CNN models using novel architecture
designs [16,22,41,76]. Most of these works adopt ViT com-
ponents into CNN models, such as replacing the attention
matrix with a convolutional counterpart while keeping the
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macrostructure of ViTs. After modifications, these modern
CNN backbones are considerably different from the con-
ventional ResNet-like CNN models. Although these efforts
abridge the gap between CNNs and ViTs, designing such
high-performance CNN models requires dedicated efforts
in structure tuning and non-trivial prior knowledge of net-
work design, therefore is time-consuming and difficult to
generalize and customize.

In this work, a novel design paradigm named Mathemat-
ical Architecture Design (DeepMAD) is proposed, which
designs high-performance CNN models in a principled
way. DeepMAD is built upon the recent advances of deep
learning theories [8, 48, 50]. To optimize the architecture
of CNN models, DeepMAD innovates a constrained mathe-
matical programming (MP) problem whose solution reveals
the optimized structural parameters, such as the widths and
depths of the network. Particularly, DeepMAD maximizes
the differential entropy [26,32,58,59,67,77] of the network
with constraints from the perspective of effectiveness [50].
The effectiveness controls the information flow in the net-
work which should be carefully tuned so that the generated
networks are well behaved. The dimension of the proposed
MP problem in DeepMAD is less than a few dozen. There-
fore, it can be solved by off-the-shelf MP solvers nearly in-
stantly on CPU. NO GPU is required and no deep model is
created in memory”. This makes DeepMAD lightning fast
even on CPU-only servers with a small memory footprint.
After solving the MP problem, the optimized CNN archi-
tecture is derived from the MP solution.

DeepMAD is a mathematical framework to design op-
timized CNN networks with strong theoretical guarantees
and state-of-the-art (SOTA) performance. To demonstrate
the power of DeepMAD, we use DeepMAD to optimize
CNN architectures only using the conventional convolu-
tional layers [2,53] as building blocks. DeepMAD achieves
comparable or better performance than ViT models of
the same model sizes and FLOPs. Notably, DeepMAD
achieves 82.8% top-1 accuracy on ImageNet-1k with 4.5G
FLOPs and 29M Params, outperforming ConvNeXt-Tiny
(82.1%) [41] and Swin-Tiny (81.3%) [40] at the same scale;
DeepMAD also achieves 77.7% top-1 accuracy at the same
scale as ResNet-18 [21] on ImageNet-1k, which is 8.9%
better than He’s original ResNet-18 (70.9%) and is even
comparable to He’s ResNet-50 (77.4%). The contributions
of this work are summarized as follows:

* A Mathematical Architecture Design paradigm, Deep-
MAD, is proposed for high-performance CNN archi-
tecture design.

* DeepMAD is backed up by modern deep learning the-
ories [8, 48, 50]. It solves a constrained mathemati-
cal programming (MP) problem to generate optimized

20f course, after solving the MP, training the generated DeepMAD
models needs GPU

CNN architectures. The MP problem can be solved on
CPUs with a small memory footprint.

* DeepMAD achieves SOTA performances on multi-
ple large-scale vision datasets, proving its superiority.
Even only using the conventional convolutional lay-
ers, DeepMAD designs high-performance CNN mod-
els comparable to or better than ViT models of the
same model sizes and FLOPs.

* DeepMAD is transferable across multiple vision tasks,
including image classification, object detection, se-
mantic segmentation and action recognition, with con-
sistent performance improvements.

2. Related Works

In this section, we briefly survey the recent works of
modernizing CNN networks, especially the works inspired
by transformer architectures. Then we discuss related
works in information theory and theoretical deep learning.

2.1. Modern Convolutional Neural Networks

Convolutional deep neural networks are popular due to
their conceptual simplicity and good performance in com-
puter vision tasks. In most studies, CNNs are usually man-
ually designed [16,21,23,41,56,62]. These pre-defined
architectures heavily rely on human prior knowledge and
are difficult to customize, for example, tailored to some
given FLOPs/Params budgets. Recently, some works use
AutoML [10,33,35,37,55,61,74] to automatically generate
high-performance CNN architectures. Most of these meth-
ods are data-dependent and require lots of computational
resources. Even if one does not care about the computa-
tional cost of AutoML, the patterns generated by AutoML
algorithms are difficult to interpret. It is hard to justify why
such architectures are preferred and what theoretical insight
we can learn from these results. Therefore, it is important
to explore the architecture design in a principled way with
clear theoretical motivation and human readability.

The Vision Transformer (ViT) is a rapid-trending topic
in computer vision [18,40,63]. The Swin Transformer [40]
improves the computational efficiency of ViTs using a
CNN-like stage-wise design. Inspired by Swin Trans-
former, recent researches combine CNNs and ViTs, lead-
ing to more efficient architectures [16,22,40,41,76]. For
example, MetaFormer [76] shows that the attention matrix
in ViTs can be replaced by a pooling layer. ConvNext [41]
mimics the attention layer using depth-wise convolution and
uses the same macro backbone as Swin Transformer [40].
RepLKNet [16] scales up the kernel sizes beyond 31x31 to
capture global receptive fields as attention. All these efforts
demonstrate that CNN models can achieve as good perfor-
mance as ViT models when tuned carefully. However, these
modern CNNs require non-trivial prior knowledge when de-
signing therefore are difficult to generalize and customize.
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2.2. Information Theory in Deep Learning

Information theory is a powerful instrument for study-
ing complex systems such as deep neural networks. The
Principle of Maximum Entropy [26, 32] is one of the most
widely used principles in information theory. Several previ-
ous works [8,50,52,59,77] attempt to establish the connec-
tion between the information entropy and the neural net-
work architectures. For example, [8] tries to interpret the
learning ability of deep neural networks using subspace en-
tropy reduction. [52] studies the information bottleneck in
deep architectures and explores the entropy distribution and
information flow in deep neural networks. [77] proposes the
principle of maximal coding rate reduction for optimiza-
tion. [59] designs efficient object detection networks via
maximizing multi-scale feature map entropy. The mono-
graph [50] analyzes the mutual information between differ-
ent neurons in an MLP model. In DeepMAD, the entropy of
the model itself is considered instead of the coding rate re-
duction as in [8]. The effectiveness is also proposed to show
that only maximizing entropy as in [59] is not enough.

3. Mathematical Architecture Design for MLP

In this section, we study the architecture design for Mul-
tiple Layer Perceptron (MLP) using a novel mathematical
programming (MP) framework. We then generalize this
technique to CNN models in the next section. To derive
the MP problem for MLP, we first define the entropy of the
MLP which controls its expressiveness, followed by a con-
straint which controls its effectiveness. Finally, we maxi-
mize the entropy objective function subject to the effective-
ness constraint.

3.1. Entropy of MLP models

Suppose that in an L-layer MLP f(-), the i-th layer has
w; input channels and w;; output channels. The output
x;+1 and the input x; are connected by x;; = M,;x; where
M, € RW+1XWi ig trainable weights. Following the en-
tropy analysis in [8], the entropy of the MLP model f(-) is
given in Theorem 1.

Theorem 1. The normalized Gaussian entropy upper
bound of the MLP f(-) is

L
Hy =wrq1 Zlog(wi). (D

i=1

The proof is given in Appendix A. The entropy measures
the expressiveness of the deep network [8, 59]. Following
the Principle of Maximum Entropy [20,32], we propose to
maximize the entropy of MLP under given computational
budgets.

However, simply maximizing entropy defined in Eq. (1)
leads to an over-deep network because the entropy grows

exponentially faster in depth than in width according to the
Theorem 1. An over-deep network is difficult to train and
hinders effective information propagation [50]. This obser-
vation inspires us to look for another dimension in deep ar-
chitecture design. This dimension is termed effectiveness
presented in the next subsection.

3.2. Effectiveness Defined in MLP

An over-deep network can be considered as a chaos sys-
tem that hinders effective information propagation. For a
chaos system, when the weights of the network are ran-
domly initialized, a small perturbation in low-level layers
of the network will lead to an exponentially large pertur-
bation in the high-level output of the network. During the
back-propagation, the gradient flow cannot effectively prop-
agate through the whole network. Therefore, the network
becomes hard to train when it is too deep.

Inspired by the above observation, in DeepMAD we pro-
pose to control the depth of network. Intuitively, a 100-
layer network is relatively too deep if its width is only 10
channels per layer or is relatively too shallow if its width
is 10000 channels per layer. To capture this relative-depth
intuition rigorously, we import the metric termed network
effectiveness for MLP from the work [50]. Suppose that an
MLP has L-layers and each layer has the same width w, the
effectiveness of this MLP is defined by

p=L/w. 2

Usually, p should be a small constant. When p — 0, the
MLP behaves like a single-layer linear model; when p —
00, the MLP is a chaos system. There is an optimal p* for
MLP such that the mutual information between the input
and the output are maximized [50].

In DeepMAD, we propose to constrain the effectiveness
when designing the network. An unaddressed issue is that
Eq. (2) assumes the MLP has uniform width but in prac-
tice, the width w; of each layer can be different. To address
this issue, we propose to use the average width of MLP in
Eq. (2).

Proposition 1. The average width of an L layer MLP f(-)
is defined by

L L

w = w; L — ex l logw; | . 3
(Z_];[1 ) p ( 7 ; g ) 3)
Proposition 1 uses geometric average instead of arith-
metic average of w; to define the average width of MLP.
This definition is derived from the entropy definition in
Eq. (1). Please check Appendix B for details. In addition,
geometric average is more reasonable than arithmetic av-
erage. Suppose an MLP has a zero width in some layer.
Then the information cannot propagate through the net-

work. Therefore, its “equivalent width” should be zero.
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In real-world applications, the optimal value of p de-
pends on the building blocks. We find that p € [0.1,2.0]
usually gives good results in most vision tasks.

4. Mathematical Architecture Design for CNN

In this section, the definitions of entropy and the effec-
tiveness are generalized from MLP to CNN. Then three em-
pirical guidelines are introduced inspired by the best engi-
neering practice. At last, the final mathematical formulation
of DeepMAD is presented.

4.1. From MLP to CNN

A CNN operator is essentially a matrix multiplication
with a sliding window. Suppose that in the ¢-th CNN layer,
the number of input channels is c;, the number of output
channels is ¢;41, the kernel size is k;, group is ¢g;. Then
this CNN operator is equivalent to a matrix multiplication
W, € Rei+t xciki/gi Therefore, the “width” of this CNN
layer is projected to c;k2/g; in Eq. (1).

A new dimension in CNN feature maps is the resolution
r; X r; at the i-th layer. To capture this, we propose the
following definition of entropy for CNN networks.

Proposition 2. For an L-layer CNN network f(-) parame-
terized by {c;, ki, gi, i}, its entropy is defined by

L
Hp 2 log(rfycnt1) Y log(eik?/gi) - 4)

=1

In Eq. (4), we use a similar definition of entropy as in
Eq. (1). We use log(r7 ,;cL41) instead of (r7 jcp41) in
Eq. (4). This is because a nature image is highly compress-
ible so the entropy of an image or feature map does not scale
up linearly in its volume O(r? x ¢;). Inspired by [?], taking
logarithms can better formulate the ground-truth entropy for
natural images.

4.2. Three Empirical Guidelines

We find that the following three heuristic rules are ben-
eficial to architecture design in DeepMAD. These rules are
inspired by the best engineering practices.

¢ Guideline 1. Weighted Multiple-Scale Entropy
CNN networks usually contain down-sampling layers
which split the network into several stages. Each stage
captures features at a certain scale. To capture the en-
tropy at different scales, we use a weighted summation
to ensemble entropy of the last layer in each stage to
obtain the entropy of the network as in [59].

* Guideline 2. Uniform Stage Depth We require the
depth of each stage to be uniformly distributed as much
as possible. We use the variance of depths to measure
the uniformity of depth distribution.

¢ Guideline 3. Non-Decreasing Number of Channels
We require that channel number of each stage is non-
decreasing along the network depth. This can pre-
vent high-level stages from having small widths. This
guideline is also a common practise in a lot of manu-
ally designed networks.

4.3. Final DeepMAD Formula

We gather everything together and present the final math-
ematical programming problem for DeepMAD. Suppose
that we aim to design an L-layer CNN model f(-) with M
stages. The entropy of the ¢-th stage is denoted as H; de-
fined in Eq. (4). Within each stage, all blocks use the same
structural parameters (width, kernel size, etc.). The width
of each CNN layer is defined by w; = c¢;k?/g;. The depth
of each stage is denoted as L; fori = 1,2,--- , M. We pro-
pose to optimize {wj;, L;} via the following mathematical
programming (MP) problem:

M
max Z%‘Hi - pQ,
i=1

w;,L;

L
st. L- (H wi)il/[’ S P05
i=1

FLOPs[f(-)] < budget,
Params|f(-)] < budget,

Q = exp|Var(Ly, Lo, --- , L)),

wy Swp < --- Zwp

&)

In the above MP formulation, {«;,3,po} are hyper-
parameters. {a;} are the weights of entropies at differ-
ent scales. For CNN models with 5 down-sampling lay-
ers, {a; } = {1,1,1, 1,8} is suggested in most vision tasks.
@ penalizes the objective function if the network has non-
uniform depth distribution across stages. We set 8 = 10
in our experiments. pgo controls the effectiveness of the
network whose value is usually tuned in range [0.1,2.0].
The last two inequalities control the computational bud-
gets. This MP problem can be easily solved by off-the-shelf
solvers for constrained non-linear programming [4,44].

5. Experiments

Experiments are developed at three levels. First, the re-
lationship between the model accuracy and the model ef-
fectiveness is investigated on CIFAR-100 [30] to verify our
effective theory in Section 4.3. Then, DeepMAD is used to
design better ResNets and mobile networks. To demonstrate
the power of DeepMAD, we design SOTA CNN models us-
ing DeepMAD with the conventional convolutional layers.
Performances on ImageNet-1K [15] are reported with com-
parison to popular modern CNN and ViT models.
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Finally, the CNN models designed by DeepMAD are
transferred to multiple down-streaming tasks, such as MS
COCO [36] for object detection, ADE20K [81] for se-
mantic segmentation and UCF101 [57] / Kinetics400 [27]
for action recognition. Consistent performance improve-
ments demonstrate the excellent transferability of Deep-
MAD models.

5.1. Training Settings

Following previous works [71, 73], SGD optimizer with
momentum 0.9 is adopted to train DeepMAD models. The
weight decay is 5e-4 for CIFAR-100 dataset and 4e-5 for
ImageNet-1k. The initial learning rate is 0.1 with batch
size of 256. We use cosine learning rate decay [43] with
5 epochs of warm-up. The number of training epochs is
1,440 for CIFAR-100 and 480 for ImageNet-1k. All ex-
periments use the following data augmentations [47]: mix-
up [79], label-smoothing [60], random erasing [80], random
crop/resize/flip/lighting, and Auto-Augment [14].

5.2. Building Blocks

To align with ResNet family [21], Section 5.4 uses the
same building blocks as ResNet-50. To align with ViT mod-
els [18,40,63], DeepMAD uses MobileNet-V2 [23] blocks
followed by SE-block [24] as in EfficientNet [62] to design
high performance networks.

5.3. Effectiveness on CIFAR-100

The effectiveness p is an important hyper-parameter in
DeepMAD. This experiment demonstrate how p affects the
architectures in DeepMAD. To this end, 65 models are ran-
domly generated using ResNet blocks, with different depths
and widths. All models have the same FLOPs (0.04G) and
Params (0.27M) as ResNet-20 [25] for CIFAR-100. The
effectiveness p varies in range [0.1,1.0].

These randomly generated models are trained on
CIFAR-100. The effectiveness p, top-1 accuracy and net-
work entropy for each model are plotted in Figure 2. We
can find that the entropy increases with p monotonically.
This is because the larger the p is, the deeper the network is,
and thus the greater the entropy as described in Section 3.1.
However, as shown in Figure 2, the model accuracy does not
always increase with p and entropy. When p is small, the
model accuracy is proportional to the model entropy; when
p is too large, such relationship no longer exists. There-
fore, p should be contrained in a certain “effective” range in
DeepMAD.

Figure 3 gives more insights into the effectiveness hy-
pothesis in Section 3.2. The architectures around p =
{0.1,0.5,1.0} are selected and grouped by p. When p is
small (p is around 0.1), the network is effective in informa-
tion propagation so we observe a strong correlation between
network entropy and network accuracy. But these models
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Figure 2. Effectiveness p v.s. top-1 accuracy and entropy of each
generated model on CIFAR-100. The best model is marked by a
star. The entropy increases with p monotonically but the model

accuracy does not. The optimal p* ~ 0.5.
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Figure 3. The architectures around p = {0.1,0.5,1.0} are se-
lected and grouped by p. Kendall coefficient 7 [1] is used to mea-
sure the correlation.

are too shallow to obtain high performance. When p is too
large (p ~ 1.0), the network approaches a chaos system
therefore no clear correlation between network entropy and
network accuracy. When p is around 0.5, the network can
achieve the best performance and the correlation between
the network entropy and network accuracy reaches 0.77.

5.4. DeepMAD for ResNet Family

ResNet family is one of the most popular and classic
CNN models in deep learning. We use DeepMAD to re-
design ResNet and show that the DeepMAD can generate
much better ResNet models. The effectiveness p for those
original ResNets is computed for easy comparison. First,
we use DeepMAD to design a new architecture DeepMAD-
R18 which has the same model size and FLOPs as ResNet-
18. p is tuned in range {0.1, 0.3, 0.5, 0.7} for DeepMAD-
R18. p = 0.3 gives the best architecture. Then, p = 0.3
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Model # Param. FLOPs p Acc. (%) Model #Param. FLOPs p  Acc. (%)
ResNet-18 [21] 11.7M  18G  0.01 70.9 EffNet-B0 [62] 53M  390M 06 763
ResNet-18t 11.7M  18G 0.01 72.2 DeepMAD-BO 53M  390M 03 74.3
DeepMAD-R18  11.7M  1.8G 0.1 76.9 DeepMAD-BO 53M  390M 05  76.1
DeepMAD-R18 11.7M  1.8G 0.3 71.7 DeepMAD-BO 53M  390M 1.0 759
DeepMAD-R18 11.7M  1.8G 05 77.5 DeepMAD-BO 53M  390M 15 75.7
DeepMAD-R18 11.7M  1.8G 0.7 75.7 DeepMAD-BO 53M  390M 20 749
ResNet-34 [ ] 21.8M 3.6G 0.02 74.4 MobileNet-V?2 [ ] 3.5M 320M 0.9 72.0

ResNet-34t
DeepMAD-R34

ResNet-50 [21]
ResNet-507
DeepMAD-R50

21.8M 3.6G 0.3 79.7

25.6M 41G 0.09 71.4
25.6M 41G 0.09 79.3
25.6M 41G 03 80.6

Table 1. DeepMAD v.s. ResNet on ImageNet-1K, using ResNet
building block. t: model trained by our pipeline. p is tuned for
DeepMAD-R18. DeepMAD achieves consistent improvements
compared with ResNet18/34/50 with the same Params and FLOPs.

is fixed in the design of DeepMAD-R34 and DeepMAD-
R50 which align with ResNet-34 and Resnet-50 respec-
tively. As shown in Table 1, compared to He’s origi-
nal results, DeepMAD-R18 achieves 6.8% higher accuracy
than ResNet-18 and is even comparable to ResNet-50. Be-
sides, DeepMAD-R50 achieves 3.2% better accuracy than
the ResNet-50. To ensure the fairness in comparison, the
performances of ResNet family under the fair training set-
ting are reported. With our training recipes, the accura-
cies of ResNet models improved around 1.5%. DeepMAD
still outperforms the ResNet family by a large margin when
both are trained fairly. The inferior performance of ResNet
family can be explained by their small p which limits their
model entropy. This phenomenon again validates our theory
discussed in Section 4.3.

5.5. DeepMAD for Mobile CNNs

We use DeepMAD to design mobile CNN models for
further exploration. Following previous works, MobileNet-
V2 block with SE-block are used to build new models. p is
tuned at EfficientNet-BO scale in the range of {0.3, 0.5, 1.0,
1.5, 2.0} for DeepMAD-BO, and p = 0.5 achieves the best
result. Then, we transfer the optimal p for DeepMAD-B0
to DeepMAD-MB. As shown in Table 2, the DeepMAD-
BO achieves 76.1% top-1 accuracy which is comparable
with the EfficientNet-BO (76.3%). It should be noted
that EfficientNet-BO is designed by brute-force grid search
which takes around 3800 GPU days [66]. The performance
of the DeepMAD-BO is comparable to the EfficientNet-BO
by simply solving an MP problem on CPU in a few min-
utes. Aligned with MobileNet-V2 on Params and FLOPs,
DeepMAD-MB achieves 72.3% top-1 accuracy which is
0.3% higher in accuracy.

Table 2. DeepMAD under mobile setting. Top-1 accuracy on
ImageNet-1K. p is tuned for DeepMAD-BO.

Model Res Params FLOPs Acc (%)
ResNet-50 [21] 224 26M 4.1G 77.4
DeiT-S [63] 224 22M 4.6G 79.8
PVT-Small [70] 224 25M 3.8G 79.8
Swin-T [40] 224 29M 45G 81.3
TNT-S [19] 224 24M 52G 81.3

T2T-ViT;-14 [78] 224 22M 6.1G 81.7
ConvNeXt-T [41] 224 29M 45G 82.1

SLaK-T [39] 224 30M 5.0G 82.5
DeepMAD-29M 224 29M 45G 82.5
DeepMAD-29M* 288 29M 45G 82.8
ResNet-101 [21] 224 45M 7.8G 78.3
ResNet-152 [21] 224  60M 115G 79.2
PVT-Large [70] 224 61M 9.8G 81.7

T2T-ViT;-19 [78] 224 39M 9.8G 82.2

T2T-ViT;-24 [78] 224 64M 150G 826
TNT-B [19] 224 66 M 141G 829
Swin-S [40] 224 50M 8.7G 83.0
ConvNeXt-S [41] 224 50M 8.7G 83.1
SLaK-S [39] 224 55M 9.8G 83.8
DeepMAD-50M 224 50M 8.7G 83.9
DeiT-B/16 [63] 224 87TM 176G 818
RepLKNet-31B [16] 224 79M 153G 835
Swin-B [40] 224 88M 154G 835
ConvNeXt-B [41] 224 89M 154G 838
SLaK-B [39] 224 95M 171G 84.0
DeepMAD-89M 224  89M 154G 84.0
Table 3. DeepMAD v.s. SOTA ViT and CNN models on

ImageNet-1K. p = 0.5 for all DeepMAD models. DeepMAD-
29M*: uses 288x288 resolution while the Params and FLOPs
keeps the same as DeepMAD-29M.

5.6. DeepMAD for SOTA

We use DeepMAD to design a SOTA CNN model for
ImageNet-1K classification. The conventional MobileNet-
V2 building block with SE module is used. This DeepMAD
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network is aligned with Swin-Tiny [40] at 29M Params and
4.5G FLOPs therefore is labeled as DeepMAD-29M. As
shown in Table 3, DeepMAD-29M outperforms or is com-
parable to SOTA ViT models as well as recent modern CNN
models. DeepMAD-29M achieves 82.5%, which is 2.7%
higher accuracy than DeiT-S [63] and 1.2% higher accuracy
than the Swin-T [40]. Meanwhile, DeepMAD-29M is 0.4%
higher than the ConvNeXt-T [41] which is inspired by the
transformer architecture. DeepMAD also designs networks
with larger resolution (288), DeepMAD-29M*, while keep-
ing the FLOPs and Params not changed. DeepMAD-29M*
reaches 82.8% accuracy and is comparable to Swin-S [40]
and ConvNeXt-S [41] with nearly half of their FLOPs.
Deep-MAD also achieves better performance on small and
base level. Especially, DeepMAD-50M can achieve even
better performance than ConvNeXt-B with nearly half of
its scale. It proves only with the conventional convolutional
layers as building blocks, Deep-MAD achieves comparable
or better performance than ViT models.

5.7. Downstream Experiments

To demonstrate the transferability of models designed by
DeepMAD, the models solved by DeepMAD play as the
backbones on downstream tasks including object detection,
semantic segmentation and action recognition.

Object Detection on MS COCO MS COCO is a widely
used dataset in object detection. It has 143K images and
80 object categories. The experiments are evaluated on MS
COCO [36] with the official training/testing splits. The re-
sults in Table 4 are evaluated on val-2017. We use two de-
tection frameworks, FCOS [69] and GFLV2 [34], imple-
mented by mmdetection [9]. The DeepMAD-R50 model
plays as the backbone of these two detection frameworks.
The models are initialized with pre-trained weights on Im-
ageNet and trained for 2X (24 epoches). The multi-scale
training trick is also used for the best performance. As
shown in Table 4, DeepMAD-R50 achieves 40.0 AP with
FCOS [69], which is 1.5 AP higher than ResNet-50. It also
achieves 44.9 AP with GFLV2 [34], which is 1.0 AP higher
than ResNet-50 again. The performance gain without intro-
ducing more Params and FLOPs proves the superiority of
DeepMAD on network design.

Semantic segmentation on ADE20K ADE20K [81]
dataset is broadly used in semantic segmentation tasks. It
has 25k images and 150 semantic categories. The experi-
ments are evaluated on ADE20K [8 1] with the official train-
ing/testing splits. The results in Table 5 are reported on
testing part using mloU. UperNet [72] in mmseg []1] is
chosen as the segmentation framework. As shown in the
first block of Table 5, DeepMAD-R50 achieves 45.6 mloU
on testing, which is 2.8 mloU higher than ResNet-50, and

Backbone #Param. FLOPs AP
FCOS

ResNet-50 23.5M 84.1G 385
DeepMAD-R50 242M 832G 40.0
GFLV2

ResNet-50 23.5M 84.1G 439
DeepMAD-R50 242M 832G 449

Table 4. DeepMAD for object detection and instance segmenta-
tion on MS COCO [36] with GFLV2 [34], FCOS [69], Mask R-
CNN [20] and Cascade Mask R-CNN [7] frameworks. Backbones
are pre-trained on ImageNet-1K. FLOPs and Params are counted
for Backbone.

Backbone #Param. FLOPs mloU
ResNet-50 23.5M 86.3G 42.8
ResNet-101 425M 1643G 44.8
DeepMAD-R50 242 M 852G 45.6
Swin-T 27.5M 958G 45.8
ConvNeXt-T 27.8M 93.2G 46.7
DeepMAD-29M* 26.5M 555G 46.9

Table 5. DeepMAD for semantic segmentation on ADE20K [81].
All models are pre-trained on the ImageNet-1K and then fine-
tuned using UperNet [72] framework. FLOPs and Params are
counted for Backbone.

Backbone # Param. FLOPs Acc. (%)
UCF-101
ResNet-50 23.5M 73G 83.0

DeepMAD-R50

Kinetics-400
ResNet-50
DeepMAD-R50

242M 73G 86.9

23.5M 173G 70.6
242M 173G 71.6

Table 6. DeepMAD for action recognition on UCF-101 [57] and
Kinetics-400 [27] with the TSN [68] framework. Backbones are
pre-trained on the ImageNet-1K. FLOPs and Params are counted
for Backbone.

even 0.8 mloU higher than ResNet-101. To compare to ViT
and transformer-inspired models, DeepMAD-29M* is used
as the backbone in UperNet. As shown in the last block
of Table 5, DeepMAD-29M* achieves 46.9 mloU on test-
ing, which is 1.1 mIoU higher than Swin-T and 0.2 mIoU
higher than ConvNeXt-T, with the same model size and less
computation cost. It proves the advantage of CNN models
designed by DeepMAD compared to transformer-based or
transformer-inspired models.
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Action recognition on UCF101 and Kinetics400 The
UCF101 [57] dataset contains 13,320 video clips, cov-
ering 101 action classes. The Kinetics400 [27] dataset
contains 400 human action classes, with more than 400
video clips for each action. They are both widely used
in action recognition tasks. The results in Table 6 are re-
ported on the testing part using top-1 accuracy. TSN [68]
is adopted in mmaction [12] on UCFI101 with splitl
and Kinetics400 with official training/testing splits. As
shown in Table 6, DeepMAD-R50 achieves 86.9% accu-
racy on UCF101 which is 3.9% higher than ResNet-50,
and achieves 71.6% accuracy on Kinetics400 which is 1.0%
higher than ResNet-50, with the same model size and com-
putation cost. It shows that the models solved by Deep-
MAD can also be generalized to the recognition task on
video datasets.

5.8. Ablation Study

In this section, we ablate important hyper-parameters
and empirical guidelines in DeepMAD, with image clas-
sification on ImageNet-1K and object detection on COCO
dataset. The complexity comparison is in Appendix F.

Ablation on entropy weights We generate networks
with conventional convolution building blocks and differ-
ent weight ratios «;. The ratio «s is tuned in {1, 8 16}
while the others are set to 1 as in [59]. As shown in Table 7,
larger final stage weight can improve the performance on
image classification task, while a smaller one can improve
the performance on downstream task (object detection). For
different tasks, additional improvements can be obtained by
fine-tuning a5. However, this work uses a5 = 8 setting as
the balance between the image classification task and ob-
ject detection task. The experiments above have verified the
advantage of DeepMAD on different tasks with global as.

Ablation on the three empirical guidelines We gener-
ate networks using Mobilenet-V2 block with SE module
and remove one of the three empirical guidelines discussed
in Section 4.2 at each time to explore their influence. As
shown in Table 8, removing any one of the three guidelines
will degrade the performance of the model. Particularly, the
third guideline is the most critical one for DeepMAD.

6. Limitations

As no research is perfect, DeepMAD has several limita-
tions as well. First, three empirical guidelines discussed
in Section 4.2 do not have strong theoretical foundation.
Hopefully, they can be removed or replaced in the future.
Second, DeepMAD has several hyper-parameters to tune,
such as {«;} and {f,p}. Third, DeepMAD focuses on
conventional CNN layers at this stage while there are many

Model

DeepMAD-R18
DeepMAD-R18
DeepMAD-R18

Backbone

DeepMAD-R18 9.8 M
DeepMAD-R18 11.0M
DeepMAD-R18 11.1M

#Param. FLOPs a5 Acc. (%)

11.7M 1.8G 1 76.7
11.7M 1.8G 8 1.7
11.7M 1.8G 16 78.7

FLOPs as AP (%)

37.0G 1 351
36.8G 8 34.6
36.8G 16 34.1

# Param.

Table 7. The performance on ImageNet-1k and COCO dataset
of DeepMAD-R18 with different final stage weight as. a5 = 8
balances the good performance between classification and object
detection and is adopted in this work.

Guidelinel  Guideline2 Guideline3 Acc. (%)
X v v 73.5
v X v 73.5
v v X 73.1
v v v 73.7

Table 8. Top-1 accuracies on ImageNet-1K of DeepMAD-B0 with
different combination of guidelines. The model designed with all
three guidelines achieves the best results. All models are trained
for 120 epochs.

more powerful and more modern building blocks such as
transformers. It is potentially possible to generalize Deep-
MAD to these building blocks as well in future works.

7. Conclusion

We propose a pure mathematical framework DeepMAD
for designing high-performance convolutional neural net-
works. The key idea of the DeepMAD is to maximize
the network entropy while keeping network effectiveness
bounded by a small constant. We show that DeepMAD
can design SOTA CNN models that are comparable to or
even better than ViT models and modern CNN models. To
demonstrate the power of DeepMAD, we only use conven-
tional convolutional building blocks, like ResNet block, and
depth-wise convolution in MobileNet-V2. Without bells
and whistles, DeepMAD achieves competitive performance
using these old-school building blocks. This encouraging
result implies that the full potential of the conventional
CNN models has not been fully released due to the pre-
vious sub-optimal design. Hope this work can attract more
research attention to theoretical deep learning in the future.
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