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Abstract
We explore a new task for audio-visual-language model-

ing called fine-grained audible video description (FAVD). It
aims to provide detailed textual descriptions for the given
audible videos, including the appearance and spatial lo-
cations of each object, the actions of moving objects, and
the sounds in videos. Existing visual-language modeling
tasks often concentrate on visual cues in videos while un-
dervaluing the language and audio modalities. On the
other hand, FAVD requires not only audio-visual-language
modeling skills but also paragraph-level language gener-
ation abilities. We construct the first fine-grained audi-
ble video description benchmark (FAVDBench) to facili-
tate this research. For each video clip, we first provide a
one-sentence summary of the video, i.e., the caption, fol-
lowed by 4-6 sentences describing the visual details and 1-
2 audio-related descriptions at the end. The descriptions
are provided in both English and Chinese. We create two
new metrics for this task: an EntityScore to gauge the com-
pleteness of entities in the visual descriptions, and an Au-
dioScore to assess the audio descriptions. As a prelimi-
nary approach to this task, we propose an audio-visual-
language transformer that extends existing video caption-
ing model with an additional audio branch. We combine
the masked language modeling and auto-regressive lan-
guage modeling losses to optimize our model so that it
can produce paragraph-level descriptions. We illustrate
the efficiency of our model in audio-visual-language mod-
eling by evaluating it against the proposed benchmark us-
ing both conventional captioning metrics and our proposed
metrics. We further put our benchmark to the test in video
generation models, demonstrating that employing fine-
grained video descriptions can create more intricate videos
than using captions. Code and dataset are available at
https://github.com/OpenNLPLab/FAVDBench. Our online
benchmark is available at www.avlbench.opennlplab.cn.

⋆These authors have equal contributions. �Yiran Zhong is the corre-
sponding author (e-mail: zhongyiran@gmail.com).

1. Introduction
Language serves as the primary form of human commu-

nication, providing not only complementary information to
other modalities such as vision and audio, but also an ef-
ficient means of exchanging information [17, 27, 46]. For
example, we can use voice navigation to guide us to our
destination. Visually impaired people can watch a movie
by listening to its narration. The former shows that the
language can provide complementary information to other
modalities, while the latter indicates that the language can
carry the most information in other modalities.

Recent multi-modal modeling tasks attempt to connect
the language to other modalities, including image/video
captioning [16, 32, 45, 48, 51, 64, 65, 74, 75, 84, 91], text-to-
image/video synthesis [15,19–21,58,59,62,63,73,79], text-
driven image/video manipulation [3,30,44,87,88], and etc.
However, in these tasks, since the language is frequently
used to provide complementary information to other modal-
ities, they often fail to give a fine-grained description of the
exchange of information between modalities, and only con-
sider the simplified language, i.e., one-sentence captions.
Due to the conciseness of captions, only salient objects and
activities have got descriptions. As a result, the information
carried by the captions will be much less than that carried by
other modalities, causing significant information loss when
exchanging information from other modalities to language.

In this paper, we consider language as a tool for con-
veying information from other modalities in multi-modal
modeling and propose a new task called Fine-grained Audi-
ble Video Description (FAVD). We compare it with existing
captioning tasks in Fig. 1. Video captioning aims to gen-
erate one concise sentence to summarize the whole video.
Dense video captioning first detects the multiple temporal
events and then provides one caption for each event. The
generated sentences of these two tasks merely cover the
main objects or movements while losing many details when
translating the video information into language. Unlike this,
the FAVD task requires a model to describe videos in a simi-
lar way that humans do, i.e., starting with an overview of the
video and then focusing on each fine-grained detail to con-
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[Caption] Three people are training two dogs.

[5s ~ 8s] Two men exchange the positions.

[Summary] On the park lawn, three people work with two black Doberman
pinschers.

(V.1) The two male coaches changed positions while walking sideways while
carrying sticks while donning heavy blue bite-proof gear.

(V.2) The two dogs' owner is standing in the center, dressed in khaki pants
and long blue sleeves.

(V.3) There are lots of trees, lawns, and low white houses in this park. The
bushes encircle the house, and the tree is next to it.

(V.4) They are both black Doberman pinschers.
(V.5) It was a sunny day devoid of clouds.
(A.1) The black Doberman squeaks occasionally.
(A.2) In the distance, there is background noise.

(b) Dense video captioning

(a) Video captioning

… … … … …

(c) Fine-grained Audible Video Description

0s 10s

[0s ~ 5s] Two men walk towards two dogs.

[8s ~ 10s] Two dogs face towards a man.

Figure 1. Comparison of the proposed FAVD task with existing captioning tasks. (a) Video captioning (VC) uses one sentence to
describe the main content of the video. (b) Dense video captioning aims to localize the multiple temporal events and generate corresponding
descriptions. Both VC and DVC describe the salient events in videos while losing many details, such as the appearance of objects, spatial
relations, and sounds. (c) The proposed FAVD tries to generate a paragraph-level description that contains the caption, named as Summary,
and the audio-visual descriptions, abbreviated as A. and V..

crete the description. In this case, most video information
can be preserved in the language modality. Since a video
contains both visual and audio signals, we also include au-
dio descriptions in our task.

FAVD is a non-trivial task. In addition to long-text mod-
eling abilities, it calls for a finer-grained visual understand-
ing than earlier video captioning tasks, i.e., it needs to rec-
ognize all objects and actions in videos, as well as de-
scribe the appearance and spatial locations of each object
and the sounds in videos. To facilitate this task, we con-
struct the first fine-grained audible video description bench-
mark (FAVDBench), which allows the model to be trained
in a supervised manner.

FAVDBench is made up of over 11,000 video clips culled
from millions of YouTube videos and each clip is sourced
by querying more than 70 life-related categories to fulfill the
diversity of the benchmark. We annotate the video descrip-
tions based on human behaviors. The annotations of each
video clip begin with a one-sentence caption that describes
the salient objects and activities, followed by 4-6 sentences
that describe visual details including the appearance and
spatial locations of each object, and the actions or move-
ments of moving objects. To make the task consider au-
dio information, we include 1-2 sentences of audio-related
descriptions at the end of the whole descriptions. The de-
scriptions are provided in both English and Chinese with
human translation. An annotation example can be found in
Fig. 1 and Fig. 3. We design two new metrics for the FAVD
task. One called EntityScore, which assesses the complete-
ness of the information that is transferred from the videos
to the descriptions by gauging the completeness of entities
in the visual descriptions. The other is AudioScore, which
measures the audio description in the feature space of a pre-
trained audio-visual-language model.

We provide a baseline model for this new task. The

model is based on an existing end-to-end video caption-
ing model [35] with an additional audio branch. We also
extend the visual-language transformer to the audio-visual-
language transformer in order to mix multi-modal tokens.
Existing video captioning models often adopt Masked Lan-
guage Modelling (MLM) loss to optimize the caption gen-
eration. However, because our task requires the model to
describe fine-grained details, the model should also be ca-
pable of general language modeling. To this end, we in-
clude the auto-regressive language modeling (ALM) loss in
our baseline model.

We extensively evaluate the baseline model against the
proposed FAVDBench using both the conventional caption-
ing metrics and our proposed metrics and demonstrate the
effectiveness of our model in audio-visual-language model-
ing and fine-grained description generation. To qualitatively
illustrate the information preservation in modality informa-
tion exchange, we further put our benchmark to the test
in video generation models, showing more intricate videos
than using captions.

2. Related Work
Video captioning. Video captioning aims to describe
the main content in a video with one concise natural lan-
guage sentence. The pioneer works mainly follow the se-
quence to sequence pipeline, where the Convolutional Neu-
ral Network is used to encode the video frame features and
the Recurrent Neural Network is used to decode the pre-
dicted sentence [51, 72, 75, 81]. Some following works
adopt the Transformer architecture for efficient caption-
ing [7, 13, 35, 38, 38, 39, 53, 83, 85]. Recently, Tang et
al. [69] use the pretrained CLIP [55] to extract advanced
text and visual features that improve the captioning perfor-
mance significantly. Besides, there are several works that
try to explore the spatio-temporal clues [1] or object rela-
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Table 1. Statistics of FAVDBench and other existing video captioning datasets. FAVDBench is the first dataset to provide audible
descriptions of videos. “#Sentence” and “#Word” denote the average number of sentences and words contained in the annotation per
video, respectively. We also display the part-of-speech tagging (POS tag) in the percentage of each dataset. FAVDBench has the highest
percentage of adjective words (Adj.) which indicates the rich annotation of fine-grained audio-visual details.

Dataset
Video Annotation POS tag

#Clip DUR. (h) Audio #Sentence #Word Vocabulary %Adj. %Noun %Prep.

MSVD [5] 1,970 5.3 ✘ 35.5 308.3 13,010 2.6 31.8 7.7
MSR-VTT [80] 10,000 41.2 ✘ 20.0 185.7 29,316 4.8 33.9 11.5

VATEX [78] 41,250 114.6 ✘ 20.0 291.8 82,654 4.4 31.8 12.4
TVC [29] 21,793 461.3 ✘ 5.0 67.0 57,100 2.2 36.4 12.7

YouCookII [89] 15,433 176.0 ✘ 1.0 7.9 2,583 4.1 40.3 11.6

FAVDBench 11,424 24.4 ✔ 12.6 218.9 73,245 13.0 30.5 12.4

tions [47, 84] to give more accurate descriptions. However,
it is hard for these captioning models to detail the rich se-
mantics in a video with only one sentence. Our proposed
FAVD task carries the FAVDBench dataset which provides
fine-grained annotations allowing us to train an intelligent
robot that can tell rich video details.

Dense video captioning. Since there are usually com-
plex content and various events contained in a long and
untrimmed video, it is insufficient to describe the video with
only one sentence. For this reason, dense video captioning
is proposed [26] which aims to automatically localize the
multiple temporal events and generate corresponding cap-
tions. Most of the related works follow the “localize then
describe” scheme [33,43,66,68,76,90] which first predicts
many event proposals and then generates its captions. Un-
like this, Wang et al. [77] propose an end-to-end captioning
model that decodes the event proposals and captions par-
allelly. Some methods utilize the multi-modal information
such as audio [22, 23, 57, 86] and motion [6] in videos for
better captioning. Although these methods achieve satisfac-
tory performance on dense video captioning, they all manip-
ulate the frame-level features that prohibit the network from
learning fine-grained details, which is indeed the essential
expectation of the proposed FAVD task. Unlike them, the
proposed baseline framework encodes the patch-level video
representations with the aggregation of multi-modal tokens
that enables to give more detailed descriptions.

Audio captioning. Unlike video captioning and dense
video captioning which mainly focus on the visual domain,
audio captioning aims to directly generate text description
for audio in the wild [12, 24, 36, 40, 82]. In the initial work,
Kim et al. [24] propose an encoder-decoder method, where
the Bi-LSTM is used to generate the captions word by word.
Recently, Mei et al. [41] use the Transformer backbone to
encode the long-range dependencies in the audio signal and
output the whole predicted sentence. Though these methods
enable us to describe the audio to some extent, we argue that
it is hard for accurate audio captioning without giving any
visual information. FAVD takes both audio and visual sig-

nals as inputs, which eases the description generation.
Audio-visual-language dataset. Existing captioning-
related multi-modal datasets mainly focus on two modal-
ities: the vision-language datasets for (dense) video cap-
tioning, such as MSVD [5], MSR-VTT [80], VATEX [78],
TVC [29], and YouCookII [89]; or the audio-language
datasets for audio captioning, such as AudioCaps [24]
and Clotho [11]. A few video captioning works try to
introduce the audio track contained in videos of vision-
language datasets, but the audio actually limits to speech
domain [29, 42, 60, 89]. While videos in the proposed
FAVDBench are collected from various life-related scenes
that extend the diversity of the audio. Besides, the au-
dio and visual signals are usually semantic corresponding
which makes it a truly audio-visual-language dataset.

3. The FAVDBench
3.1. Task description

The FAVD task involves generating fine-grained textual
descriptions for the given audible videos that include infor-
mation about appearance and spatial location of each object,
the movements of moving objects, and the sounds in the
videos. Specifically, given an audible video clip, this task
aims to generate a paragraph with 6-9 sentences. The first
sentence needs to be an overview of the video clip that em-
phasizes the key visual elements as well as the main event.
The next 4-6 sentences should then be used to describe the
minute visual details of each object, i.e., the rich seman-
tics that each one possesses and the function that it serves
in the video. The final 1-2 sentences characterize the audio
information contained in the video clip, describing what is
producing the sound or what it sounds like. We compare
the annotation differences between the FAVD and previous
video captioning tasks in Fig. 1.

3.2. Dataset statistics
We construct a benchmark called FAVDBench to facil-

itate the FAVD task. We adopt the technique described
in VGGSound [2] to make sure the audio and visual clips
match the intended semantics. All videos are collected from
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#video in vehicles
#video in instruments
#video in people
#video in human activities
#video in animals

Figure 2. Video distribution of 5 major categories and 71 sub-classes in FAVDBench. The value represents the total occurrence in
visual of each class. The vehicles class is colored blue, contains 14 sub-classes. There are 24 sub-classes in instruments, colored orange.
The people category includes man, woman, boy, girl, and baby, which are colored yellow. The category of human-related activities is
colored green and contains 11 sub-classes. There are 17 sub-classes in animals, colored purple. Best view in color.

YouTube under Creative Commons license. We take into ac-
count the number of sounding objects when collecting video
clips as we find the difficulty of audio description is posi-
tively correlated with the number of sounding objects. As
a result, 60.2% of the video clips have one sounding object
and the rest have 2-3 sounding objects.

The FAVDBench consists of 11,424 audible video clips
and 143,548 sentences of annotations. Each video clip has
a description of 12.6 sentences, 218.9 word tokens on av-
erage. Among the clips, 5,289 videos are trimmed to 5
seconds and 6,135 videos to 10 seconds. The total video
duration is 24.4 hours and 2.6 million frames. To avoid data
leakage and maintain diversity, we enforce a minimum in-
terval of 5 seconds between adjacent videos. We also man-
ually filter clips with similar content. The benchmark is
divided into 4 partitions: 7,500 for training, 1,500 for val-
idation, 1,000 for testing, and 1,424 withhold for online
benchmarking. The withhold partition will only be visible
for contestants in the future FAVD Benchmark competition.

We compare FAVDBench with other video captioning
datasets in Table 1. In terms of context differences, we in-
clude 5 major categories for video content, i.e., vehicles, in-
struments, animals, people, and common human activities.
We further divide the 5 major categories into 71 sub-classes
and the distribution of each category/subclass is plotted in
Fig. 2. By contrast, the contexts of existing captioning
datasets TVC [29] and YouCookII [89] are restricted to
movie and cooking scenarios while the MSVD [5], MSR-
VTT [80], and VATEX [78] merely include human activi-
ties. Besides, we also provide audio descriptions for each
video clip in FAVDBench, which distinguishes us from
other datasets. Furthermore, since our benchmark provides
fine-grained descriptions for video objects, the percentage
of adjectives in our dataset is more than 3 times higher than
in other datasets.

3.3. Annotation details

FAVDBench provides both English and Chinese annota-
tions. All video clips are primarily annotated in Chinese
using crowdsourcing and then translated to English with

(V.4) The objects are organized nicely and
the background is inside.

(A.1) The background trumpet is clear and
melodic, while the guitar and cello
combination is rich, rounded, and melodic.

[总结] 三个男人在室内弹奏吉他、小号和
大提琴。

(视觉2) 中间的穿着黑色的衣服黑红色格
子的裤子以及黑色的鞋的男子在吹着小号。

(视觉3) 右边的穿着深蓝色衬衣灰色裤子
以及灰色的鞋的男子在弹奏大提琴。

(视觉4) 背景是在室内，物品摆放很整齐。

(视觉5) 从后边的窗户照射出来的阳关可
以看出今天天气很好，阳光明媚。

(听觉1) 背景中小号的声音清脆悦耳和吉
他大提琴合奏，琴声圆润、饱满悠扬。

[S.] Three men playing guitar, trumpet and
cello indoors.
(V.1) The man playing the guitar is seated on
a chair and is dressed in a black shirt, gray
jeans, and black shoes.
(V.2) The man in the center, who is playing a
trumpet, is dressed in all-black, including his
black and red patterned slacks and black shoes.
(V.3) The cello is being played by the man
seated to the right who is sporting a dark
blue shirt, gray slacks, and gray shoes.

(V.5) From the back window, where the sun
shines, it is evident that the day's weather is
pleasant and sunny.

(视觉1) 左边的穿着黑色的衬衣，灰色的
牛仔裤黑色的鞋子坐在椅子上的男子在弹
奏吉他。

.. ....

Figure 3. An example of FAVDBench annotation. For each
video clip, we provide both Chinese and English annotations, each
contains 1 summary [S.], 4-6 detailed visual descriptions [V.] and
1-2 audio-related descriptions [A.]. Details of spatial locations,
appearance, and sounds are highlighted in blue, orange, and green.

human translation. To collect large-scale fine-grained de-
scriptions of videos, we design several rules of annotation.
Specifically, each video is required to be watched com-
pletely, and then described by 1 summary sentence, at least
4 visual-related points, and at least 1 audio-related point.
The summary only covers high-level information about the
most salient event that the video tries to convey. The or-
der to describe the visual and audio details follows from
the most salient objects to the background. The statuses
of objects are required to be thoroughly captured, includ-
ing the actions, characteristics (adjective), and relative spa-
tial relations (preposition). Furthermore, each sentence is
required to be larger than 5 Chinese characters. Any sub-
jective thoughts and speculative words (e.g., “maybe”) are
forbidden to appear in labels, especially in the audio de-
scription. In addition, information beyond the video and
audio is not allowed to include in the annotations, such as
the wiki of objects, subtitles, and speech contents. A video
sample with bilingual annotations is shown in Fig. 3.
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Visual 
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two men play the
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Ntext Nvision Naudio

Transformer Attention Mask
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token2
token3

Audio Tokens
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Text Tokens
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Word 
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Figure 4. Overview of AVLFormer. It consists of a word embedding, a visual encoder, an audio encoder, and a transformer decoder.
We adopt the video swin transformer and patchout audio transformer as the visual encoder and audio encoder, respectively. They extract
visual and audio features from video frames and audio. Masked language modeling and auto-regressive language modeling are configured
in training. The attention mask strategy of AVLFormer is illustrated on the right, where the masked attention is colored in gray. The tokens
and attention masks of text, vision, and audio are colored brown, blue, and green, respectively.

To reduce the annotation bias and ensure the quality of
annotation, the annotators are restricted to around 60 peo-
ple, and all of them are native speakers of Chinese. Each
video is annotated by one worker, checked by 2 peer work-
ers, and examined by grammar-checking tools. The English
and the Chinese version of descriptions are congruent to
prevent any changes to the semantics of sentences.

3.4. Evaluation metrics

The generated descriptions should be evaluated in terms
of semantics rather than word-for-word precision. For ex-
ample, we would like to know whether the entities in the
videos are addressed and the sounding objects are prop-
erly described, rather than whether they are using the same
way to describe these things. Existing video caption met-
rics, such as BLEU [49], ROUGE [34], Meteor [9], and
CIDEr [71] often concentrate on word-for-word precision
by measuring the token similarity between the generated
and ground truth texts, which does not meet our needs.
Therefore, to properly evaluate the generated descriptions,
we design two new metrics called EntityScore ES and Au-
dioScore AS.

EntityScore measures the extent to which consistently re-
ferred words or series of words, known as entities and often
manifested as nouns, in the predicted text match those in the
annotated text. We use an off-the-shelf Natural Language
Toolkit library to extract nouns as entities. The mathemati-
cal expression of the EntityScore ES is as follows:

R(p, r) = #{p∩r}
#{r} , C(p, r) = cos(T5(p),T5(r))+1

2
,

ES(p, r) = 2R(p,r)C(p,r)
R(p,r)+C(p,r)

,
(1)

where p ∈ Rn is the predicted entities from the model pre-
dictions, and r ∈ Rm is the ground truth entities, n and
m are the entity numbers. #{r} means the number of en-
tities in the reference, and #{p ∩ r} counts the number of
correctly described entities in the prediction. cos denotes
the cosine similarity between two vectors and T5 represents

the pretrained model T5 [56] used to extract entity features.
Besides, it is normalized into the range [0,1] to guarantee
its positive. Therefore, R(p, r) indicates the recall of the
predicted entity that is described using the same word as
the reference and C(p, r) measures the comprehensiveness
of semantics between the predicted entities and the ground
truth entities. In other words, R focuses on syntactic level
accuracy on entities while C concentrates on semantic level
entity similarities. The ES considers both syntactic and se-
mantic level accuracy. However, ES has a limitation in that
it places emphasis solely on the presence of entities while
disregarding their placement and frequency.

AudioScore assesses the accuracy of audio descriptions
by computing the product of the extracted audio-visual-text
unit features, where CLIP [55] is used to extract features
for video frames and the corresponding descriptions and
PaSST [25] is used for audio waves. Moreover, we fine-tune
these models using contrastive learning on FAVDBench to
ensure that the latent features are mapped to a shared space.
Specifically, the AudioScore AS is defined as:

ea = PaSST(A), ev = CLIP(V), et = CLIP(T),

s =

(
1

2
cos(ea, et) +

1

2
cos(ea, ev) + 1

)
× 0.5,

AS(A,V,T) = f(s), f(x) = a exp(−b exp(−cx)),

(2)

wher A and V denote the audio and visual frames of one
video, respectively, while T is the predicted audio descrip-
tion. cos and f denote cosine similarity and a specific
form of Gompertz function, respectively. We set c=10 em-
pirically, and choose values for a and b (a = 1

e−0.69e−10 ,
b=0.693) to force specific values of x and f(x) (x=1, f(x)=1
for a = 1

e−0.69e−10 , and x=0, f(x)=0.5 for b=0.693). We
select the last one or two sentences from the whole gener-
ated paragraph description as T, as we find that the model
prefers describing audio information at the end of the de-
scription, mimicking the ground truth. Therefore, we report
the Top-1 and Top-2 accuracy as the AS score for the last
one or two sentences. We use the Top-1 score by default.
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Table 2. Comparison with different methods on FAVDBench. We report different backbone settings for PDVC, SwinBERT, BMT and
AVLFormer. In the backbone freeze (FRZ.) column, - represents that input is not available; ➜ represents that is trainable; ✻ represents
frozen. The visual and audio backbone of BMT is offline by default. For all metrics, higher values are better. The maximum human
evaluation score of ten (10) is regarded as representing the ground truth.

Method
Backbone FRZ. Conventional Metric Proposed Metric Human

Evaluation
Visual Audio B@1 B@4 Meteor CIDEr Clipscore EntityScore AudioScore

PDVC [77] ➜ - 34.91 6.33 13.80 6.27 65.77 33.45 56.88 3.7
PDVC w. Audio ➜ ➜ 35.59 6.47 14.49 13.13 66.15 34.12 60.72 4.1

SwinBERT [35] ➜ - 39.68 9.05 16.78 21.69 68.13 39.60 62.60 6.0
SwinBERT [35] ✻ - 41.41 9.08 17.17 23.03 67.98 41.00 58.72 5.9

BMT [22] ✻ ✻ 41.28 9.23 16.57 16.46 65.00 35.99 61.03 6.4

AVLFormer ➜ ➜ 44.10 10.29 18.36 29.85 69.74 44.46 63.88 8.2
AVLFormer ✻ ➜ 44.10 10.23 18.24 26.31 68.98 43.47 61.53 7.9
AVLFormer ➜ ✻ 42.82 10.16 17.96 25.45 70.07 43.05 62.84 7.8
AVLFormer ✻ ✻ 42.35 9.84 17.73 25.65 69.33 43.13 61.90 7.6

4. The AVLFormer
We propose a transformer-based model called Audio-

Visual-Language Transformer (AVLFormer) as a baseline
method for the FAVD task. AVLFormer is in a form of
encoder-decoder structures as shown in Fig. 4. A visual en-
coder and an audio encoder are adapted to process the video
clips and audio, respectively. Similar to previous video cap-
tioning models [35], AVLFormer also takes textual descrip-
tions as input and uses a word tokenizer and a linear em-
bedding to embed the text. The output of AVLFormer is the
fine-grained descriptions of the input videos.
The encoders. We employ the video swin transformer [37]
as our visual encoder as it achieves state-of-the-art perfor-
mance in video understanding tasks [35,37]. The weights of
the visual encoder are pretrained on the ImageNet-22k [8]
and the Kinetics-600 [4] datasets. The visual features Fv ∈
RNv×dv , where dv = 512 is the feature dimension and
Nv = 784 is the patch sequence length. We adopt the
patchout audio transformer (PaSST) [25] as our audio en-
coder. We pretrain it on the ImageNet-1K [8] and the Au-
dioSet [14] datasets. The audios are firstly processed by a
Fast Fourier Transform and a Mel feature extractor and then
sent to PaSST. The audio features Fa ∈ RNa×da , where
da = 768 is the dimension and Na = 473 is the sequence
length. For the text input, we apply a word tokenizer and a
linear embedding to embed the text as Ft ∈ RNt×dt , where
dt = 768 and Nt = 300.
Audio-visual-language transformer. Before passing the
audio features Fa, visual features Fv , and text embedding
Ft to the audio-visual-language transformer (AVLFormer),
a linear projection layer is employed to unify their feature
dimensions to d = 768. AVLFormer takes the concatenated
feature Favt ∈ R(Nt+Nv+Na)×d of Fa, Fv , and Ft as input
and processes it with a stack of multi-head self-attention
modules. The number of layers of the transformer is set
to 12. We illustrate the masking strategy of AVLFormer

in Fig. 4. Specifically, we use the auto-regressive language
model masking strategy to mask the text attention matrix,
which ensures that the predicted tokens are only dependent
on the previous tokens. For the audio and visual tokens,
since there is no ordering restriction for these modalities,
we use full attention matrices instead. We also make audio
and visual tokens visible to text tokens, ensuring that other
modality information can contribute to text generation.
Loss functions. Previous video captioning methods [28,
35] mainly adopt the masked language modeling loss to
make the model concentrate on salient objects and ac-
tions, whereas previous vision-language generation meth-
ods [31] often use auto-regressive language modeling loss
for longer text generation. For the FAVD task, since it re-
quires not only fine-grained descriptions for each object but
also paragraph-level text generation capability, we employ
both the masked language modeling loss LMLM and the
auto-regressive language modeling loss LALM to train our
AVLFormer. In masked language modeling, AVLFormer is
required to recover the words that are replaced by [MASK]
symbol, as shown in Fig. 4. In this way, the model is forced
to recuperate the information based on audio-visual infor-
mation. In auto-regressive language modeling, AVLFormer
is asked to understand the semantic context for the entire
sentence. Note that AVLFormer works in an auto-regressive
manner in inference, the LALM can also mitigate the gap be-
tween the training and the inference. The total object func-
tion L can be computed as follows:

L = λLMLM + (1− λ)LALM, (3)

where λ is a scaling factor between 0 and 1.
Inference. AVLFormer takes video frames and audios as
the input for visual and audio encoders and the [BOS] to-
ken for the word embedding in inference. It then generates
descriptions in an auto-regressive manner. Specifically, it
predicts the next word iteratively until the [EOS] token or
max sequence length is reached.
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SwinBERT: On the water a speedboat is traveling quickly. On the water a speedboat with a white body and a white bottom is moving quickly. On the
speedboat there are both tall buildings trees and tall buildings. The speedboat is incredibly loud.

PDVC: A man drives a yacht on the sea. A man with a white hat and a white hat and a white hat is driving on the sea. There are many people on the shore.
The sound of waves waves.

ZvLZst-YH9Y_265000_275000

Reference: The yacht was being driven by one man while the other man stood stationary. Driving the yacht on the left side is a man with a short hair,
sunglasses, and a white shirt. On the right side of the yacht, a man with short black hair, sunglasses, and red jeans is immobile. The two were seated on a
blue-and-white yacht with two white engines in the back and a white interior. The beach, lush trees, people, and buildings are to the left of the two, while the
sea is in front of them. It's sunny and clear outside. There is a noisy yacht. The video includes the sound of pulsing water.

所有方法基本都能产生一个描述性的话语（划线的）
ours 尝试捕捉细节recognized 这里有两个人，并且都带着墨镜，尽管认为
一个女人。至于其他的black hair, red jeans，可能由于遮挡或者物体细节太
小，不容易描述。
our 尝试捕捉方位，比如gt里说the sea is in front of them，our prediction说
The harbor beneath the yacht。SwinBERT相比会丢掉一些细节。

… … … … …

AVLFormer: On the water a man pilots a yacht. A man in a blue shirt and sunglasses is operating a white speedboat. On the yacht there is a man wearing
glasses and a woman with glasses. On the yacht there are a lot of rocks. The harbor beneath the yacht is covered in several reefs. The boat is moving swiftly
across the water creating a buzzing sound as it does so.

BMT: On the water, a speedboat is moving. On the water, a white speedboat with a white bottom and a white bottom is moving quickly. On the speedboat,
there are a lot of buildings, and trees. The speedboat is moving quickly. The speedboat is moving quickly. The sound of the speedboat 's engine may be heard.

Figure 5. Qualitative result of fine-grained video description on FAVDBench. We compare the proposed AVLFormer with the
PDVC [77], SwinBERT [35] and BMT [22]. The generated video summary of each method is underlined. The spatial relation, visual
adjectives, and audio-related words are highlighted in blue, orange, and green, respectively.

5. Experimental Results
5.1. Implementation details

We conduct experiments on the proposed FAVDBench.
All video clips are sampled uniformly to 32 frames, and
all frames are resized to the shape of 224 × 224. All au-
dios are sampled by 32kHz in a mono channel. We set the
max sequence length and mask probability to 300 and 0.25,
respectively for natural language processing. We use the
Adam optimizer with a linear warm-up learning rate. The
batch size is set to 8 and the maximum number of training
epochs is set to 150.
Evaluation metrics. We include 5 conventional caption-
ing metrics as well as the two newly proposed metrics as
our evaluation metrics, namely, BLEU [50], Meteor [10],
Rouge-L [61], CIDEr [70], Clipscore [18], EntityScore, and
AudioScore. We also perform the human evaluation on
the generated descriptions. Among the entire test-set, 10%
of samples are randomly selected to be measured, scoring
from 0 to 10, and average values of 20 volunteers are re-
ported. The ground truth descriptions are set to 10. Evalua-
tors are required to focus on the smoothness of descriptions
and the correlation between the descriptions and the inputs.

5.2. Main results
We compare our AVLFormer with the state-of-the-art

video captioning method SwinBERT [35], video captioning
method with original audio input BMT [22], dense video
captioning method PDVC [77] on our FAVDBench for the
new FAVD task. Both quantitative and qualitative results
are provided in the following sections.
Quantitative comparison. We report the quantitative re-
sults over the 8 evaluation metrics in Table 2. We compare
AVLFormer with PDVC, SwinBERT and BMT under dif-
ferent backbone freezing settings. AVLFormer beats com-
petitors with a clear margin and achieves the best perfor-
mance when both the visual and audio backbones are un-
frozen. Among the 7 automatic evaluation metrics, the En-

Table 3. Impact of video and audio. Four different inference
modes from top to bottom: positive pairs of video and audio, neg-
ative pairs of video and audio, random audio, random video.

Inference CIDEr EntityScore AudioScore

Pos. V.&A. 29.85 44.46 63.88
Neg. V.&A. 18.63 8.25 31.25

Video w Random 20.12 40.77 61.22
Random w Audio 1.58 11.86 44.70

Table 4. Audio impact on AudioScore. Four different audio-
visual-text pairs are typed from top to bottom: original, audio-
shuffled, audio random initialized and audio fixed initialized pairs.

Pair Type Top-1 AudioScore Top-2 AudioScore

Type I 63.88 64.60
Type II 52.59 56.31
Type III 41.93 38.06
Type IV 39.31 40.12

tityScore is trending closer to human evaluation, demon-
strating the validity of the evaluation metric.
Qualitative comparison. We illustrate the qualitative re-
sults of AVLFormer and other competitors in Fig. 5. AVL-
Former provides finer-grained details of entities and their
status than other methods, especially for the spatial location
descriptions. For example, AVLFormer attempts to capture
the relative positions of major objects, such as the spatial
relations among the harbor, the reefs and the yacht, and
generates descriptions that are close to the reference. For
the audio descriptions, AVLFormer describes the sound and
the sounding objects whereas PDVC and SwinBERT often
neglect the sounding sources.

5.3. Ablations
We first ablate the impact of audio and visual modalities

on AVLFormer by replacing the positive audio-visual pairs
with negative pairs or random noises in inference. The re-
sults are shown in Table 3. We then analyze the contribu-
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Generated
w. our 

Fine-grained 
Description

Reference 
Video

[Summary] A man sings and beats the drums with his hands in the room.
[Description] In the room, a man in a blue shirt sings and beats drums with both hands. The man is pounding two drums,

one large and one small. The two white drums have black dots on them and are wrapped in light brown ropes.

Generated
w. Caption

…

…

…

Figure 6. Qualitative examples of video generation on FAVD-
Bench. We use Cogvideo [20] to generate videos through the cap-
tion and our fine-grained descriptions We eliminate audio-related
input descriptions as current video generation models cannot pro-
duce sound. Caption: “A man sings and beats the drums with his
hands in the room.”; Description: “In the room, a man in a blue
shirt sings and beats drums with both hands. The man is pounding
two drums, one large and one small. The two white drums have
black dots on them and are wrapped in light brown ropes.”

27.11
29.85

26.70 27.36
30.43

25.54

15.33

22.22

44.37 44.46 43.86 43.79 43.15 42.82

35.49

42.24

10.00

20.00

30.00

40.00

50.00

1 0.9 0.8 0.7 0.6 0.5 0.25 0

CIDEr EntityScore

Figure 7. Analysis of losses. We report model performance from
on and EntityScore with respect to different λ values of loss.

tion of the masked language modeling loss and the auto-
regressive language modeling loss in Fig. 7. Finally, we
evaluate the validity of our proposed metrics.
Impact of audio. We empirically find that the trained
model can infer partial sound-related descriptions without
an audio branch as shown in Fig. 5 and Table 3. It is prob-
ably because audio is often related to actions, and the net-
work can predict sound descriptions by understanding the
actions. However, in this situation, the sound descriptions
are often incorrect or unrelated to the actual audio. For ex-
ample, the model generates one-third of samples with a pat-
tern like: somebody/something makes noise.
Impact of visual. As shown in Table 3, replacing visual in-
formation with random noises will cause a significant per-
formance drop in all metrics. This indicates that in FAVD,
the visual modality is most important. Even with the aid of
correct audio information, the model cannot produce related
descriptions without visual guidance.
Analysis of losses. We employ both the masked language
modeling loss LMLM and the auto-regressive language mod-
eling loss LALM as our objective loss functions. A ratio λ is
adopted to balance the weights between them (Eq. 3). We
train our model with different λs under the same setting and
plot the test set accuracy in Fig. 7. As shown, using pure

LMLM (i.e., λ = 1) achieves significant better performance
than using pure LALM (i.e., λ = 0), e.g., 27.11 vs 22.22
in CIDEr and 44.37 vs 42.24 in EntityScore. The model
achieves the best performance when λ = 0.9.
Analysis of proposed metrics. The EntityScore indicates
how comprehensively described entities are when compared
to reference descriptions. As shown in Table 2 and Table 3,
the EntityScore displays a scoring pattern that is fairly sim-
ilar to human evaluation, which demonstrates the validity
of the EntityScore. For the AudioScore, we additionally
design an ablation to evaluate its validity. Specifically, we
compare four settings of audio-visual-text pairs: Type I: the
original audio-visual-text pairs; Type II: shuffle the audios
while keeping the visual-text pairs unchanged; Type III: re-
place the audio with uniformly random initialized noise;
Type IV: replace the audio with a fixed 1e-3 value initial-
ization. The results are shown in Table 4. Type I keeping
the semantic-consistent audio and visual-text pairs achieves
significantly higher AudioScore than others, proving the va-
lidity of the AudioScore.

5.4. Video generation
Existing video generation models can also benefit from

our FAVDBench as we provide finer-grained video de-
scriptions than captions. To prove our claim, we com-
pare the generated videos from captions and our fine-
grained description using a state-of-the-art text-video model
Cogvideo [20]. As shown in Fig. 6, the video generated
from the descriptions is closer to the reference video than
the one generated from the captions. Furthermore, FAVD-
Bench can be used to train video generation models and
can substantially reduce the impact of insufficient scene de-
scription on video generation tasks as mentioned in [63].

6. Conclusion
We proposed FAVD, a new audio-visual-language mod-

eling task that aims to generate paragraph-level fine-grained
textual descriptions for every object in the given audible
videos. A new benchmark called FAVDBench was con-
structed to facilitate the research. Two new metrics were
designed to evaluate the quality of the generated descrip-
tions, where the EntityScore is used to assess the complete-
ness of entities in descriptions and the AudioScore eval-
uates the accuracy of audio descriptions. We also pre-
sented a transformer-based architecture AVLFormer for this
task. Extensive experiments validated our model and met-
rics design. We intend to explore architectures in FAVD-
Bench [52,54,67], and use FAVDBench to investigate audi-
ble video generation in the future.
Acknowledgement: We thank Lei Li and Hai Jie for
their valuable advice on this work. This work is partially
supported by the National Key R&D Program of China
(NO.2022ZD0160100) and partly by the Shanghai Commit-
tee of Science and Technology (Grant No. 21DZ1100100).

10592



References
[1] Nayyer Aafaq, Naveed Akhtar, Wei Liu, Syed Zulqarnain

Gilani, and Ajmal Mian. Spatio-temporal dynamics and se-
mantic attribute enriched visual encoding for video caption-
ing. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pages 12487–12496,
2019. 2

[2] Relja Arandjelovic and Andrew Zisserman. Objects that
sound. In Proceedings of the European conference on com-
puter vision (ECCV), pages 435–451, 2018. 3

[3] Omer Bar-Tal, Dolev Ofri-Amar, Rafail Fridman, Yoni Kas-
ten, and Tali Dekel. Text2live: Text-driven layered image
and video editing. In European Conference on Computer
Vision, pages 707–723. Springer, 2022. 1

[4] Joao Carreira, Eric Noland, Andras Banki-Horvath, Chloe
Hillier, and Andrew Zisserman. A short note about kinetics-
600. arXiv preprint arXiv:1808.01340, 2018. 6

[5] David Chen and William B Dolan. Collecting highly paral-
lel data for paraphrase evaluation. In Proceedings of the 49th
annual meeting of the association for computational linguis-
tics: human language technologies, pages 190–200, 2011. 3,
4

[6] Shaoxiang Chen, Wenhao Jiang, Wei Liu, and Yu-Gang
Jiang. Learning modality interaction for temporal sentence
localization and event captioning in videos. In European
Conference on Computer Vision, pages 333–351. Springer,
2020. 3

[7] Xuelian Cheng, Huan Xiong, Deng-Ping Fan, Yiran Zhong,
Mehrtash Harandi, Tom Drummond, and Zongyuan Ge. Im-
plicit motion handling for video camouflaged object detec-
tion. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pages 13864–13873,
2022. 2

[8] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li,
and Li Fei-Fei. Imagenet: A large-scale hierarchical image
database. In 2009 IEEE conference on computer vision and
pattern recognition, pages 248–255. Ieee, 2009. 6

[9] Michael Denkowski and Alon Lavie. Meteor universal: Lan-
guage specific translation evaluation for any target language.
In Proceedings of the Ninth Workshop on Statistical Machine
Translation, pages 376–380, Baltimore, Maryland, USA,
June 2014. Association for Computational Linguistics. 5

[10] Michael Denkowski and Alon Lavie. Meteor universal: Lan-
guage specific translation evaluation for any target language.
In Proceedings of the ninth workshop on statistical machine
translation, pages 376–380, 2014. 7

[11] Konstantinos Drossos, Samuel Lipping, and Tuomas Virta-
nen. Clotho: An audio captioning dataset. In ICASSP 2020-
2020 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), pages 736–740. IEEE,
2020. 3
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