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Abstract

Recent advances in deep learning-based medical im-
age segmentation studies achieve nearly human-level per-
formance in fully supervised manner. However, acquiring
pixel-level expert annotations is extremely expensive and
laborious in medical imaging fields. Unsupervised domain
adaptation (UDA) can alleviate this problem, which makes
it possible to use annotated data in one imaging modal-
ity to train a network that can successfully perform seg-
mentation on target imaging modality with no labels. In
this work, we propose SDC-UDA, a simple yet effective
volumetric UDA framework for Slice-Direction Continuous
cross-modality medical image segmentation which com-
bines intra- and inter-slice self-attentive image translation,
uncertainty-constrained pseudo-label refinement, and volu-
metric self-training. Our method is distinguished from pre-
vious methods on UDA for medical image segmentation in
that it can obtain continuous segmentation in the slice di-
rection, thereby ensuring higher accuracy and potential in
clinical practice. We validate SDC-UDA with multiple pub-
licly available cross-modality medical image segmentation
datasets and achieve state-of-the-art segmentation perfor-
mance, not to mention the superior slice-direction continu-
ity of prediction compared to previous studies.

1. Introduction

With the surprising development of deep learning (DL),
many studies are now showing remarkable performance in
various applications [8,16,20]. However, when a DL model

* Equal contribution. † Corresponding author.

Figure 1. An illustration that describes the comparison between
our proposed method with previous methods. (A) Previous UDA
for medical image segmentation studies mostly utilize 2D UDA,
which leads to inconsistent predictions in the slice direction when
the predictions are stacked. (B) The proposed framework (SDC-
UDA) considers volumetric information in the translation and seg-
mentation process, respectively, which leads to improved slice-
direction continuity of segmentation that is much practical for clin-
ical use.

faces data from an unseen domain, performance degrada-
tion occurs [9, 32]. Resolving this issue is important for the
DL techniques to be applied in real world since collecting
data from all domains and labeling them is very impractical
and inefficient. Unsupervised Domain Adaptation (UDA)
aims to alleviate this problem by adapting a model trained
on source domain data to target domain, without the neces-
sity of supervision in the target domain. Data dependency
is more serious in medical image segmentation field since
acquiring pixel-level expert annotation is extremely expen-
sive and time-consuming [3, 22, 37].
Previous studies on UDA in the field of cross-modality med-
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Figure 2. Overview of our volumetric UDA framework. First, source-to-target image transformation is performed via unpaired image
translation with intra- and inter-slice self-attention (stage 1-2). Second, volumetric self-training is performed (stage 3-5). During self-
training, uncertainty-constrained pseudo-label refinement is conducted to improve pseudo-labels, thereby maximizing the effect of self-
training (stage 4). The reverse loop of image translation is omitted for ease of illustration. Detailed architecture of image translation
network is described in Fig. 3. Best viewed in color and on high-resolution display. II-SA: Intra- and inter-slice self-attention.

ical image segmentation are normally conducted by simul-
taneously learning 2D image translation and target-domain
segmentation, inferring the trained model on each slice of
target data, and then stacking the predictions in the slice
direction (Fig. 1). As a result, they can lead to inconsis-
tent or fluctuating predictions in the slice direction that are
not revealed in quantitative metrics and may interrupt ac-
curate analysis of target structure, making it difficult to use
in real world clinical practice. In contrast, SDC-UDA can
achieve improved slice-direction continuity by incorpo-
rating volumetric natures of medical imaging, which has
not been thoroughly explored in previous works. It effi-
ciently generates synthetic target volumes with neighbor-
aware image translation by utilizing intra- and inter-slice
self-attention module [27]. Then, volumetric self-training
is followed with uncertainty-constrained pseudo-label re-
finement strategy that adaptively increases the accuracy of
pseudo-labels according to the target data (Fig. 2). Pre-
liminary version of this work has won the 1st place in
an unsupervised cross-modality domain adaptation for
medical image segmentation challenge [7, 26]. We up-
dated the framework and extended it to multiple datasets.
The main contribution of our work can be summarized as
follows:

• We present SDC-UDA, a unified volumetric UDA
framework for cross-modality medical image seg-
mentation.

• Intra- and inter-slice self-attention for efficient medical
image translation: Proposed 2.5D translation frame-

work with intra- and inter-slice self-attention module
leads to increased anatomy preservation and slice-
direction smoothness in the synthesized volume, en-
abling the synthetic volume to be used effectively in
the following self-training steps.

• Volumetric self-training with uncertainty-constrained
pseudo-label refinement: We propose a novel
uncertainty-constrained pseudo-label refinement mod-
ule that can adaptively enhance the accuracy (i.e.,
sensitivity or specificity) of pseudo-labels, thereby
maximizing the performance of self-training on medi-
cal image segmentation.

• SDC-UDA was validated on multiple public
datasets with different data characteristics for
cross-modality medical image segmentation. It not
only surpassed the performance of previous methods,
but also showed superior slice-direction segmenta-
tion continuity which can provide precise analysis in
clinical practice.

2. Related Work
2.1. UDA for medical image segmentation.

UDA for semantic segmentation is one of the most pop-
ular themes among UDA-related studies [12,18,21,31]. Es-
pecially, UDA on medical image segmentation is very at-
tractive [3, 6, 13, 15, 22, 37] since it can address the diffi-
culty of obtaining expensive expert-level manual annota-
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tions. Recent studies on UDA for medical image segmenta-
tion are mostly based on image adaptation in which domain
translation and segmentation networks are trained end-to-
end, thereby utilizing the source-to-target transformed im-
ages for training segmentation on target domain. [13, 22,
37] combined image-to-image translation and segmentation
into a single network. [3] added feature adaptation with
adversarial training using the segmentation output of the
synthetic and real target domain images to better preserve
the geometry of the structures-of-interest. Moreover, [15]
added both the synthetic and real target domain images and
their corresponding segmentation probability maps to ad-
versarial training to preserve not only the geometry of target
anatomies but also their appearance (i.e., intensities). [11]
utilized deep symmetric networks to further align the fea-
tures of two domains.

Our work differs from previous works in the follow-
ing aspects: Previous works mostly train 2D-level im-
age translation with target-domain segmentation and stack
the segmentation of each target slice in the slice direc-
tion [4, 11, 15, 30]. Since the segmentation network does
not consider the anatomical structure in the slice direction,
this can lead to high variability of segmentation result even
in adjacent slices. In contrast, SDC-UDA splits target-
domain segmentation from image translation and there-
fore is not constrained to 2D framework. Consequently,
SDC-UDA can effectively incorporate volumetric informa-
tion in the translation and segmentation process, respec-
tively. Moreover, in addition to the commonly used cross-
modality medical image segmentation dataset [17, 19, 40],
SDC-UDA has also been validated in the challenging task of
cross-modality segmentation of small multi-class structures
which are vestibular schwannoma (VS) and cochlea (i.e.,
CrossMoDA dataset [7,24,25]). Previous studies locate tar-
get organs to the center of the preprocessed images and the
majority of slices contain at least one target organ, whereas
VS and cochleas in CrossMoDA dataset occupy extremely
small fraction of the total voxels (0.028% and 0.002% for
VS and cochlea, respectively, compared to approximately
3% in average in another dataset [40]) which more reflects
the real-world clinical imaging environment [4, 15].

2.2. Self-training on UDA for medical image seg-
mentation.

Self-training belongs to semi-supervised learning which
has emerged to improve the resources and cost put into
data labeling [35, 41]. In self-training, a teacher model
is first trained using only the labeled data. Next, pseudo-
labels with high confidence are inferred by passing the un-
labeled data on the trained model. With the labeled data
and pseudo-labeled data, a larger dataset can be used to
train a student model that performs better than the teacher
model trained only on labeled data. Numerous attempts

were made to apply self-training into semantic segmenta-
tion [23, 39, 42, 43] as pixel-level annotations are expen-
sive. Since pseudo-labels tend to be noisy labels, previ-
ous studies attempted to refine pseudo-labels to increase
accuracy, thereby providing better supervision to unlabeled
data. [33] updated pseudo-labels by enhancing the sensitiv-
ity of pseudo-labels via selective voting. [29] proposed re-
gion growing on the super-pixels where the pseudo-labels
serve as the initial seed points. [10] utilized uncertainty-
weighted binary cross entropy loss to penalize high uncer-
tainty region.

The proposed pseudo-label refinement strategy is effec-
tive in two aspects: 1) sensitivity and specificity-enhancing
refinement can be adaptively used according to the charac-
teristic of target data, and 2) it is a safer way to handle un-
certainty maps since even the correctly segmented regions
can have high uncertainty, and using uncertainty map to
weight the loss function in the following training can there-
fore guide the model to wrong direction.

3. Methods

3.1. Unpaired image translation with intra- and
inter-slice self-attention module.

Many recent works on UDA for medical image seg-
mentation have been developed on 2D framework, with-
out considering the volumetric nature of medical imaging
(2D multi-slice sequence or 3D sequence) [3, 13, 15, 22].
Previous 2D UDA approaches split the 3D volume into
2D slices, and re-stack their translations into 3D volume
afterward. Since the slices are processed individually,
re-building the translated volume usually requires addi-
tional post-processing such as slice-direction interpolation,
which still can not perfectly resolve problems such as slice-
direction discontinuity. This remain a problem when con-
ducting following steps such as self-training for volumetric
segmentation. Although there exist frameworks such as 3D-
CycleGAN which aim to conduct translation 3D volume-
wise, they are rarely used due to typical drawbacks such
as optimization complexity, computational burden, or the
degradation of translation quality [5, 28].

To remedy both lack of volumetric consideration of 2D
and optimization-efficiency issue of 3D methods, we pro-
pose a simple and effective pixel-level domain translation
method for medical volume data by translating a stack of
source domain images into target domain with both intra-
and inter-slice self-attention module. Unlike previous 2D
methods that only translated within a single slice, our ap-
proach leverages information from adjacent slices in the
slice-direction. This is similar to recent advances in video
processing, which exploit information both within and be-
tween frames [1, 2]. In contrast to 3D methods that require
expensive computational cost, ours do not necessitate heavy
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Figure 3. Illustration of the proposed 2.5D image translation with intra- and inter-slice self-attention module. Source domain volume data
is cropped to a mini-volume, and fed to CNN encoder GE as a stack of batches. The weights of GE are shared during batch update.
The encoded feature maps are embedded to non-overlapping patches, which become the input of intra- & inter- slice attention module A.
Within A, intra- and inter-slice attention learns the volumetric information.

computation, enabling translation without intense down-
sampling which 3D-based translations suffer from [28].

Shown in Fig.3, proposed framework consists of se-
quential modules of encoder GE , intra- and inter- slice
self-attention II-SA and decoder GD. Taking three con-
tinuous slices xt−1, xt, xt+1 of a volume as input, they
are first fed to a 2D CNN encoder GE separately. En-
coded features GE(xt−1), GE(xt), GE(xt+1) are then fed
to transformer-based attention module II-SA together, as
feature maps from continuous frames. Before II-SA,
each slice is embedded into small patches z of size p,
as znt−1:t+1 = P(GE(xt−1:t+1))|n=1:N , where N =
WGE(x) · HGE(x)/p

2. WGE(x), HGE(y) are each width,
height of encoded feature map GE(x), respectively. In
transformer-based attention module II-SA, two types at-
tention Ainter and Aintra exist. First, for the consid-
eration of adjacent slices, learnable positional encoding
is added to capture relative positional information within
mini-volume patches. An inter-slice attention module is
Ainter = A(zkt−1, zkt , zkt+1)|k=1:N . And for the consid-
eration of nearby pixels within a slice, an intra-slice self-
attention exists, as Aintra = A(z1j , z2j , ..., zNj )|j=t−1:t+1.
The attention module is identical for both intra- and inter-
slice attention, which is

A = σ(
QKT

√
dK

)V (1)

, where Q = WQ · LN(z), K = WK · LN(z), and
V = WV · LN(z) are query, key and value embeddings,
respectively. LN denotes layer-normalization, σ denotes
soft-max operation and dK denotes embedding dimension.

For maximum efficiency of translation, inter-slice atten-
tion occurs on the adjacent patches over slice-direction only
for computational efficiency. After attention module, a 2D
CNN decoder GD reconstructs partial volume sets in the
same way as done in GE , constructing a translated 2.5D
mini-volume. In inference step, only the center slices of
mini-volume is stacked one by one to construct a whole
translated volume.

3.2. Volumetric self-training with uncertainty-
constrained pseudo-label refinement.

Even if the source-to-target transformed images are
well generated, there may still exist some distribution
gap with the real target domain data, and it is difficult to
completely replace it. With self-training, pseudo-labels for
the unlabeled target domain data can be obtained and used
to provide supervision to the target domain data, thereby
mitigating the domain gap from the model’s perspective.
We propose to utilize volumetric self-training to close
the domain gap, with a simple and novel pseudo-label
refinement strategy to maximize the effect of self-training.
The steps are as follows.

3.2.1. Training segmentation with labeled synthetic
scans. With the synthetic data x̃t converted from source
domain and the annotations ys on the source scans (i.e., la-
beled synthetic dataset), we first train a teacher segmenta-
tion network fteacher that minimizes the segmentation loss:

L =
∑

Lseg(y
s, fteacher(x̃

t)) (2)
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Figure 4. Illustration of the proposed uncertainty-constrained
pseudo-label refinement module on vestibular schwannoma of
CrossMoDA dataset. Sensitivity/specificity enhancing refinement
can be performed in parallel, and either one or a combination of
the two can be used according to the characteristics of each class
in the dataset. Best viewed in color and on high-resolution display.

3.2.2. Inferring pseudo-labels on unlabeled target do-
main data. Once the teacher model is trained, pseudo-
labels ỹt of the non-annotated real data xt can be obtained
by passing real target scans to the trained segmentation
model fteacher.

ỹti = fteacher({xt
i}

Nt
i=1) (3)

3.2.3. Uncertainty-constrained pseudo-label refinement
for sensitivity / specificity enhancement. Since the
pseudo-labels are noisy labels, they must be refined to
increase accuracy and guide self-training to better direc-
tion. We devise a sensitivity and specificity enhancing
pseudo-label refinement module that refines pseudo-labels
based on image intensities, current pseudo-label, and
high-uncertainty regions.

Sensitivity-enhancing pseudo-label refinement. With the
inference of pseudo-labels, uncertainty (i.e., entropy) maps
corresponding to each class are computed according to the
following equation:

U = p log p (4)

, where p is the output probability map of each class. To en-
hance the sensitivity of pseudo-labels, highly uncertain re-
gions outside the range of pseudo-labels are detected. Then,

if the pixel intensity in this region is within a certain range
of image intensity included in the current pseudo-label, this
region is included to be part of pseudo-label. The equation
can be formulated as:

Initialize ỹtr = ỹt. ỹtr(i, j) = 1 if

mean
(
xt

(
ỹt
))

× α < xt
UH(i, j) < mean

(
xt

(
ỹt
))

× β

(5)

where xt, ỹt, ỹtr, and xt
UH represent target domain image,

pseudo-label, refined pseudo-label, and image cropped with
high-uncertainty region mask, respectively. This approach
is grounded on the assumption that 1) pixels that have
similar intensity and 2) are close to each other in medical
image are likely to belong to the same class. The workflow
is described with images in Fig. 4.

Specificity-enhancing pseudo-label refinement. To
enhance specificity of pseudo-labels, highly uncertain re-
gions inside the range of pseudo-labels are detected. Then,
if the pixel intensity in this region is outside a certain range
of image intensity included in the current pseudo-label, it is
excluded from the current pseudo-label.

Initialize ỹtr = ỹt. ỹtr(i, j) = 0 if

xt
UH(i, j) < mean

(
xt

(
ỹt
))

× α or

xt
UH(i, j) > mean

(
xt

(
ỹt
))

× β

(6)

3.2.4. Retraining segmentation with combined data.
Synthetic target scans have distribution gap with the real
target scans, but they are paired with perfect annotations.
On the other hand, real target scans are paired with pseudo-
labels, which are yet incomplete. We incorporate both pairs
to self-training, to maximize the generalization ability and
minimize the performance degradation caused by difference
in distributions. With the combined data of labeled syn-
thetic target scans (x̃t, ys) and pseudo-labeled real target
scans (xt, ỹtr), we train a student segmentation fstudent to
minimize

L =
∑

Lseg(y
s, fstudent(x̃

t))+
∑

Lseg(ỹ
t
r, fstudent(x

t))

(7)
Despite not being ground truth labels, it has been reported in
the previous literature that the self-training scheme and the
pseudo-labels increases the performance and generalization
ability of the model on unseen data by utilizing unlabeled
data into training [35].

4. Experiments
4.1. Dataset

CrossMoDA dataset. CrossMoDA dataset [7] for
vestibular schwannoma and cochlea segmentation consists
of 105 labeled contrast-enhanced T1 (ceT1) MRI scans and
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105 unlabeled high-resolution T2 (hrT2) MRI scans. The
direction of domain adaptation was from ceT1 to hrT2 since
the annotations of hrT2 scans are not publicly available.
Evaluation was performed online on 32 inaccessible hrT2
scans through an official leaderboard. Please refer to the
supplementary material for examples of each domain data.

Cardiac structure segmentation dataset. 2017 Multi-
Modality Whole Heart Segmentation (MMWHS) challenge
dataset [40] which consists of 20 MRI and 20 CT volumes
was used for cardiac segmentation. Domain adaptation was
performed from MRI to CT, with 80% of each modality
used for training and 20% (i.e., 4 volumes) of randomly
selected CT scans used for evaluation. Target cardiac
structures for segmentation were ascending aorta (AA), left
atrium blood cavity (LAC), the left ventricle blood cavity
(LVC), and myocardium of left ventricle (MYO). With a
fixed coronal plane resolution of 256×256, MRI and CT
volumes were manually cropped to cover the 4 cardiac
substructures. Please refer to the supplementary material
for examples of each domain data.

4.2. Implementation details

Unpaired image translation with intra- and inter-slice
self-attention module. Intra- and inter-slice attentive trans-
lation is based on 2D framework, where image slices are fed
to 2D CNN E as a stacked batches of size (B×3, 1, H,W ),
where H and W each denote height and width. After GE ,
encoded feature map is reshaped to (B, 3, H,W ) and fed to
the attention module for the consideration of slice-direction
attention. Patch size p was set as 2. Transposed convolution
is used to convert embedded patches back to 2D feature
maps. For a stack of mini-volume generated at G, we
implement 2D discriminator D for adversarial training of
domain translation. For real input to D, 3 consecutive
slices were randomly extracted from the target volumes.

Uncertainty-constrained pseudo-label refinement. For
each class, grid searching was conducted on how to set
the threshold for masking the high-uncertainty region and
also on whether to use either one, or both of the sensitivity
and specificity enhancing refinement. For CrossMoDA
dataset, combining sensitivity and specificity-enhancing
refinement in both classes (i.e., VS and Cochlea) with
uncertainty threshold of 0.3 led to the best result. For
cardiac dataset, the same threshold value was used and
using only specificity-enhancing refinement for all classes
except one (i.e., AA) led to the best result. This is attributed
to the fact that the contrast difference between adjacent
substructures was very weak in cardiac CT which led to
noisier pseudo-label when sensitivity-enhancing module
was used. Please refer to the tables in supplementary
material for ablation results. α and β were set as 0.6 and

Table 1. Ablation study on the components of the proposed
method on CrossMoDA dataset. ST and PL denote self-training
and pseudo-label, respectively. Best results are bolded.

CrossMoDA (T1→T2)
Dice (↑) ASSD (↓)

Methods VS C VS C
Baseline 71.5 72.7 5.91 1.83
+ intra/inter-slice attention 80.3 74.5 1.66 0.67
+ ST w/o PL refinement 83.2 76.7 0.58 0.79
+ ST w/ PL refinement 84.6 84.9 0.51 0.14

Figure 5. Representative case showing the effect of intra- and
inter-slice self-attentive image translation. Translation was per-
formed using axial slices and the resulting volume is being ob-
served from sagittal direction. Best viewed in color and on high-
resolution display.

1.4, respectively.

Volumetric self-training. For volumetric segmentation
self-training, 3D U-Net based architecture constructed from
nnU-Net [14] was used. Segmentation was trained for
100 epochs using a combination of Dice and cross entropy
loss with stochastic gradient descent optimizer. The initial
learning rate and batch size were 1e-2 and 2, respectively.
Detailed information on network architecture and training
strategy can be found in the supplementary materials.

4.3. Results

Effect of intra- and inter-slice self-attention module in
image translation. Fig. 5 shows a representative case that
presents how the quality of the synthetic image changes
depending on the design of the image translation network.
Compared with the proposed method (ours), slice-direction
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Table 2. Comparison of quantitative results between SDC-UDA and previous non-medical and medical UDA methods. CycleGAN,
CyCADA, ADVENT, and FDA represent non-medical UDA methods while SIFA and PSIGAN represent recent medical UDA methods.
Best results are bolded.

VS and Cochlea (T1 → T2) Cardiac structures (MR → CT)
Dice (↑) ASSD (↓) Dice (↑) ASSD (↓)

Methods VS C Mean VS C Mean AA LAC LVC MYO Mean AA LAC LVC MYO Mean
Fully-supervised 1 92.5 87.7 90.1 0.2 0.1 0.15 95.9 92.0 93.0 88.2 92.3 1.0 2.5 1.8 1.7 1.8
w/o adaptation 11.5 0.0 5.8 24.0 NA NA 48.4 52.0 20.0 4.7 31.3 18.8 34.5 32.0 36.4 30.4

N
on

-M
ed

ic
al CycleGAN [38] 39.7 0.0 19.8 10.1 NA NA 58.3 59.8 61.5 23.1 50.7 11.4 10.6 9.2 14.8 11.5

CyCADA [12] 39.2 0.1 19.7 10.5 18.1 14.3 57.2 62.1 65.0 47.2 57.9 8.4 9.0 8.2 7.9 8.4
ADVENT [34] 8.3 0.0 4.2 17.1 NA NA 68.2 71.8 78.8 50.7 67.4 9.6 6.6 4.7 5.1 6.5
FDA [36] 12.5 0.0 6.3 13.5 20.5 17.0 46.5 68.4 73.8 55.7 61.1 10.2 7.6 4.3 5.0 6.8

M
ed

ic
al SIFA [4] 47.2 19.7 33.5 19.1 3.3 11.2 76.3 88.1 74.2 62.4 75.3 6.1 3.9 7.1 4.8 5.5

PSIGAN [15] 57.3 37.2 47.3 5.5 2.8 4.1 67.2 87.0 80.3 60.8 73.8 7.5 4.2 5.5 4.7 5.5
SDC-UDA (ours) 84.6 84.9 84.8 0.51 0.14 0.33 95.8 91.0 88.6 66.6 85.5 1.1 2.8 3.2 6.3 3.3

1 Since the ground truth for CrossMoDA Dataset is not available, fully-supervised results are referred from the dataset owner’s paper [7]. These figures
correspond to the upper bound and are the evaluation results from larger test set (N=137) than the one used in our study.

Figure 6. Comparison of qualitative results between SDC-UDA and previous non-medical and medical UDA methods. Since the ground
truth of CrossMoDA dataset is not accessible, we requested to the data owner a few of the label slices and used them to make this figure.
The numbers indicate Dice values of each substructure in the slice. Sup denotes the fully-supervised result.

inconsistency of pixel intensity was observed in the trans-
lated image due to the variation derived from slice-by-slice
prediction with a 2D network (blue arrows). This was not
completely overcome even with a 2.5D network that puts
two adjacent slices together in the network. Also, in both
2D and 2.5D networks, it was found that the anatomy of
the source image was distorted in the translated image (red
and green arrows). On the other hand, it was observed
that the aforementioned problems were alleviated when
utilizing the intra- and inter-slice self-attention module

that effectively considers neighboring anatomy. Table 1
shows the increase of final segmentation performance by
incorporating intra- and inter-slice self-attention in image
translation network compared to baseline that utilizes pure
unpaired image translation followed by 3D segmentation
network.

Effect of uncertainty-constrained pseudo-label refine-
ment and volumetric self-training. Since the target
domain ground truth is inaccessible for the CrossMoDA
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Figure 7. Representative cases demonstrating the superior slice-
direction continuity of segmentation by the proposed method com-
pared to other medical UDA methods on cardiac dataset. The plots
show graphs of Dice coefficient for each slice. (a), (b), (c), and (d)
denote AA, LAC, LVC, and MYO class, respectively. Best viewed
in color.

dataset, the effectiveness of pseudo-label refinement was
verified by comparing the performance of self-training
before and after pseudo-label refinement. For cardiac
datasets for which ground truth is available, it was verified
by comparing dice coefficients with labels before and after
pseudo-label refinement (please refer to supplementary
material). Table 1 shows the improvement of target domain
segmentation performance by applying the proposed
uncertainty-constrained pseudo-label refinement on Cross-
MoDA dataset. It can be seen that volumetric self-training
combined with the proposed uncertainty-constrained
pseudo-label refinement increases the quantitative metrics
in both VS and C by a large margin, whereas pure self-
training only increase the performance in VS.

Comparative studies. The proposed method is compared
with six popular UDA methods that are CycleGAN [38],
CyCADA [12], ADVENT [34], FDA [36], SIFA [4], and
PSIGAN [15]. The first four methods are from natural
image field whereas the last two are UDA for medical
image segmentation methods. Fully-supervised and
without-adaptation results are presented to provide upper
bound and lower bound, respectively. Please note that the
full-supervised result of CrossMoDA dataset, for which the
ground truth segmentation mask is not available, is referred
from the paper of the dataset owner [7].

Table 2 and Fig. 6 shows quantitative and qualitative re-
sults of comparative studies between the proposed method
and previous methods. SDC-UDA far exceeds the results of
UDA for semantic segmentation studies in the non-medical

field, and shows better results in multiple tasks compared
to the recent studies in the medical field. In particular, there
was a significant performance gap between the proposed
method and comparison methods in the CrossMoDA
dataset compared to the cardiac dataset. This is probably
attributed to the fact that previous studies on medical UDA
are dedicated to datasets in which the data are cropped
around the target organs and the foreground objects occupy
a large portion of the data. In contrast, SDC-UDA shows
that both target structures in the CrossMoDA dataset are
segmented with high accuracy.

Slice-direction continuity of segmentation compared to
previous studies. Fig. 7 shows the excellent slice-direction
continuity of segmentation by the proposed method com-
pared to the previous studies on the MMWHS cardiac
dataset. Fig. 7-(a), (b), (c), and (d) plot the slice-wise
Dice values from representative cases of AA, LAC, LVC,
and MYO, respectively. Our SDC-UDA shows gradual and
consistent segmentation performance in the slice-direction
whereas SIFA and PSIGAN, which are recently proposed
medical UDA methods, show very inconsistent and some-
times sudden fluctuations of segmentation performance in
the slice direction. This suggests the potential of the pro-
posed method to be useful in the clinical practice where
precise volumetric segmentation is required to analyze the
patient’s status with high confidence.

5. Conclusion
In this study, we proposed SDC-UDA, a novel vol-

umetric UDA framework for slice-direction continuous
cross-modality medical image segmentation, and validated
it on multiple public datasets. SDC-UDA effectively
translates medical volumes through intra- and inter-slice
self-attention and better adapts to target domain via
volumetric self-training enhanced by simple yet effective
pseudo-label refinement strategy that utilizes uncertainty
maps. Ablation studies demonstrated the effectiveness
of each component and comparative studies showed the
superior performance of the proposed method.
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