
Fully Self-Supervised Depth Estimation from Defocus Clue

Haozhe Si1,2*† Bin Zhao1,3† Dong Wang1‡ Yunpeng Gao3

Mulin Chen1,3 Zhigang Wang1 Xuelong Li1,3‡

1Shanghai AI Laboratory 2University of Illinois Urbana-Champaign
3Northwestern Polytechnical University

haozhes3@illinois.edu, {zhaobin, wangdong}@pjlab.org.cn, li@nwpu.edu.cn

Abstract

Depth-from-defocus (DFD), modeling the relationship
between depth and defocus pattern in images, has demon-
strated promising performance in depth estimation. Re-
cently, several self-supervised works try to overcome the
difficulties in acquiring accurate depth ground-truth. How-
ever, they depend on the all-in-focus (AIF) images, which
cannot be captured in real-world scenarios. Such limi-
tation discourages the applications of DFD methods. To
tackle this issue, we propose a completely self-supervised
framework that estimates depth purely from a sparse fo-
cal stack. We show that our framework circumvents the
needs for the depth and AIF image ground-truth, and re-
ceives superior predictions, thus closing the gap between
the theoretical success of DFD works and their applica-
tions in the real world. In particular, we propose (i) a
more realistic setting for DFD tasks, where no depth or
AIF image ground-truth is available; (ii) a novel self-
supervision framework that provides reliable predictions of
depth and AIF image under the challenging setting. The
proposed framework uses a neural model to predict the
depth and AIF image, and utilizes an optical model to val-
idate and refine the prediction. We verify our framework
on three benchmark datasets with rendered focal stacks and
real focal stacks. Qualitative and quantitative evaluations
show that our method provides a strong baseline for self-
supervised DFD tasks. The source code is publicly avail-
able at https://github.com/Ehzoahis/DEReD.

1. Introduction
Depth estimation is a fundamental task in computer vi-

sion. Predicting depth from RGB images shows great po-
* The contributions by Haozhe Si have been conducted and com-

pleted during his internship at Shanghai AI Laboratory.
† Equal contribution.
‡ Corresponding author.
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Figure 1. (a) A sparse focal stack from the NYUv2 dataset [17].
(b) The ground-truth depth map and all-in-focus (AIF) image. (c)
The depth map and AIF image estimated by our self-supervised
framework from the sparse focal stack.

tential in applications like autonomous cars or robots. It
has also been used as a powerful pretext training task in
unsupervised downstream tasks including visual feature ex-
traction [11, 20], semantic segmentation [2, 9], etc. How-
ever, collecting sufficiently diverse datasets with per-pixel
depth ground-truth for supervised learning is challenging.
To overcome this limitation, self-supervised depth estima-
tion works exploit the consistency of 3D geometries within
stereo pairs [5, 6] or monocular videos [7, 10], and have
shown impressive results. Nevertheless collecting synchro-
nized multi-view images or videos is resource-consuming.

Another clue for depth estimation is defocus. Defocus
blur is a measurable property of images that is associated
with the geometry of camera lens and the changes in depth.
Previous works [4, 22] prove that depth can be recovered
from a set of images with different focus distances, i.e., a fo-
cal stack, by observing their blurry amounts. With the help
of deep learning methods, supervised DFD works [15, 27]
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estimate depth in a data-driven way. Recent DFD meth-
ods [8, 14, 24] claim they are freed from being supervised
by the depth ground-truth. However, these works utilize
the all-in-focus (AIF) image in model training, which is
more of a theoretical concept than images captured by cam-
era lens [13] in the real world. Existing works generally
treat images taken with small apertures as the AIF image.
Such approximations inevitably contain regional blurriness
and suffer from underexposure in short range. Thus, current
DFD methods have drawbacks in piratical applications.

In order to close the gap between theories and real-world
applications, we design a more realistic setting for the DFD
tasks: only focal stacks are provided in model training,
while the availability of depth and AIF images ground-truth
is deprived. This is a challenging task because we no longer
have the direct/indirect optimization goal for the model. To
tackle this challenge, we propose a self-supervised DFD
framework, which constrains the predicted depth map and
AIF image to be accurate by precisely reconstructing fo-
cal stacks. Specifically, our framework consists of a neu-
ral model, DepthAIF-Net (DAIF-Net), which predicts the
AIF image and the depth map from the focal stack, and a
phyisical-realistic optical model that reconstructs the input
from the predicted AIF image and depth map. Since all im-
ages in a focal stack are sharing the same depth and AIF im-
age, and the physics model can deterministically map them
to focal stacks, accurate depth maps and AIF images are a
necessary and sufficient condition for precisely reconstruct-
ing the input. Therefore, by assuring the consistency be-
tween the input and the reconstructed focal stack, the pre-
diction of depth map and AIF image can be intermediately
improved. To the best of our knowledge, this is the first
self-supervised DFD work that relieves the need for AIF
images and depth ground-truth. Such improvements over
previous supervised and indirectly-supervised works make
our method more applicable in real scenarios.

Extensive experiments are conducted on both synthetic
and real datasets. Results show that the proposed frame-
work is on par with the state-of-the-art supervised/indirectly
supervised depth-from-focus/defocus methods and has con-
vincing visual quality, as shown in Figure 1. Additionally,
we apply our model to the data in the wild, and demonstrate
the ability of our framework to be applied in real scenarios.
Finally, we extend the training paradigm of our framework
so that our model has the ability to be transferred between
focal stacks with an arbitrary number of images.

Our contribution is three-fold:

• We design a more realistic and challenging scenario for
the Depth-from-Defocus tasks, where only focal stacks
are available in model training and evaluation.

• We propose the first completely self-supervised frame-
work for DFD tasks. The framework predicts depth

and AIF images simultaneously from a focal stacks
and is supervised by reconstructing the input.

• Our framework performs favorably against the su-
pervised state-of-the-art methods, providing a strong
baseline for future self-supervised DFD tasks.

2. Related Works

2.1. Self-supervised Monocular Depth Estimation

Monocular depth estimation works aim to regress a
dense depth map from a single RGB image. Methods for
self-supervised monocular depth estimation utilize scene
geometry as a constraint in training. Specifically, [5] in-
troduces the differentiable inverse warping and proposes
an auto-encoder-based model trained from stereo pairs; the
follow-up work [6] adds left-right consistency to further
exploit geometry clues. To train models from video se-
quences, ego-motion [29] and optical flow [28] of the scenes
are also added to the frameworks. Following these works,
recent works [1, 10] have shown impressive results on in-
door datasets. Although self-supervised monocular depth
estimation works are capable of producing depth maps
without training with depth ground-truth, they require a
large number of stereo pairs and/or monocular video se-
quences. Additionally, because the absolute scales are am-
biguous in monocular depth estimation, such models are
facing challenges in transferring to unseen datasets.

2.2. Depth from Focus/Defocus

Depth estimation from focus/defocus works reconstructs
the depth map by observing the blurriness of images caused
by the lens effect. Analytical depth-from-focus (DFF) and
depth-from-defocus (DFD) approaches [4, 18, 26] calculate
depth by measuring the sharpness of each pixel. Both ap-
proaches result in low-quality depth maps. Optimization-
based DFF methods [16,22] usually take dense focal stacks
as input, which produce high-quality depth maps but are
time-consuming. Recent deep methods are trying to es-
timate depth from sparse focal stacks or a single defocus
image. [3] shows that images with defocus blur aid the
model to learn depth better. [15] transfers supervised mod-
els trained on synthetic datasets to real world datasets by
learning to estimate the defocus map as an intermediate
clue. [24] further makes use of the implicit mutual infor-
mation of depth and AIF image to finetune the model. [14]
trains a DefocusNet and a FocusNet simultaneously to per-
form DFD and DFF tasks and the models are supervised by
their consistency. [27] add focus volume and differential fo-
cus volume to their supervised model to improve estimation
quality. Note all the aforementioned models either require
ground-truth or AIF image in addition to the focal stack,
while neither of them is trivial to acquire in the wild. Moti-
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vated by this, we propose a fully self-supervised framework
that requires focal stacks only.

3. Proposed Method

In this section, we introduce our framework for depth
estimation from sparse focal stacks. The framework is vi-
sualized in Figure 2. In the training stage, the DAIF-Net es-
timates AIF images and depth maps from the focal stacks.
The optical model then reconstructs the inputs from the pre-
dicted depth and AIF image by simulating the physical pro-
cess of defocus generation. Losses and regularization are
applied to encourage the detailed reconstruction, and conse-
quently improve the quality of the estimated depth and AIF
image. In the inference stage, we estimate the depth map
and AIF image directly from the trained DAIF-Net without
the rendering process.

In the following, we first elaborate on the optical model
behind the generation of defocus blur (Sec. 3.1). Then,
we introduce our DAIF-Net and the intuition behind it
(Sec. 3.2). Finally, we describe our supervision strategy that
supports the self-supervised learning framework (Sec. 3.3).

3.1. Optical Model of Defocus Blur Generation

3.1.1 Defocus Map Generation

Defocus blur is a well-studied phenomenon that naturally
exists in optical imaging systems. To quantitatively mea-
sure the defocus blur in an image, we introduce the defocus
map. Given an optical system, the defocus map can be cal-
culated from the depth map once we establish the relation-
ship between depth and defocus. As illustrated in the left
of Figure 7, when a point light source is out-of-focus, the
light rays will converge either in front of or behind the im-
age plane, and form a blurry circle on the image plane. The
circle of confusion (CoC) measures the diameter of such
a blurry circle. If the point light source is in focus, it will
form an infinitely small point on the image plane, making it
the sharpest projection with the minimum CoC. Therefore,
CoC describes the level of blurriness, in another word, the
amount of defocus. Deriving from the thin-lens equation,
the relationship between CoC, scene depth and camera pa-
rameters are well established:

CoC = A
|do − F |

do

f

F − f
, (1)

where A is the aperture diameter, do is the object distance,
or depth, F is the focus distance, f is the focal length. In
practice, the f-number, N = f/A, is commonly used to
describe the aperture size. Since all of the parameters are
in units of meters, we also need to convert CoC into units
of pixels. Finally, we need the radius, σ, of the circle of
confusion in focal stack rendering. The resulting equation

becomes:

σ =
CoC

2 · p
=

1

2p

|do − F |
do

f2

N(F − f)
, (2)

where p is the CMOS pixel size. With Eq. (2) and a set of
camera parameters, we can easily convert a depth map into
defocus map. By varying the focus distance F , we can pro-
duce the defocus map for a focal stack. The right of Figure
7 shows how defocus responds to the changing of depth at
the different focus distances. Note that with the larger fo-
cus distance, it is generally harder to distinguish the amount
of defocus, especially when two focus distances are close.
Since training our framework heavily relies on reconstruct-
ing the focal stack, indistinguishable defocus defects the ef-
fectiveness for our method. Therefore, we tend to avoid this
issue by properly selecting the camera parameters, i.e., the
f-number N , the focal length f and the focus distance F .

3.1.2 Defocus Image Rendering

Given the defocus map and the AIF image, we can ex-
plicitly model the generation process of the defocus im-
age. Taking advantage of the deterministic relationship,
our predicted depth and AIF image can be supervised by
reconstructing the input focal stack. To render a defocus
image, we convolve the AIF image with the point spread
function (PSF). PSF describes the pattern of a point light
source transmitting to the image plane through the camera
lens. In practice, we calculate the defocus blur using a sim-
plified disc-shaped PSF, i.e., a Gaussian kernel, following
previous works [8, 23]. We also consider the radius of the
pixel-level circle of confusion σ as the standard deviation
for the Gaussian kernel. Given the defocus map Σ calcu-
lated in Sec. 3.1.1, the PSF center at x, y with σ = Σx,y

can be written as:

Fx,y(u, v) =
1

2πΣ2
x,y

exp
(
− u2 + v2

2Σ2
x,y

)
, (3)

where u, v is the location offset to the kernel center. Let I
be the AIF image and J be the rendered defocus image, we
produce J with defocus map Σ by convolving F with I:

J := I ⊗F . (4)

Note F is a pixel-specific Gaussian kernel, therefore, unlike
the traditional convolution, we need to change the kernel as
the convolution window moves. Here, we adopt the PSF
convolution layer [8]. The PSF convolution layer is imple-
mented in CUDA, thus supporting backpropagation and can
be incorporated into our training pipeline. By providing the
AIF image I and the defocus map Σ, the PSF convolution
layer will calculate the Gaussian kernel with the standard
deviation clue from Σ on the air and convolve with I . In
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Figure 2. An overview of the proposed framework. The framework consists of a neural model, DAIF-Net, and an optical model. The
optical model is composed of the thin-lens module and the PSF convolution layer. The DAIF-Net estimates the depth map and AIF image,
and the optical model reconstruct the input focal stack to supervise the prediction.

Figure 3. Left: Illustration of the thin-lens equation. See text for
symbol definitions. Right: The response curve of the CoC radius,
σ, at different scene depth, with different focus distance.

practice, the window size for convolution is 7 × 7 and pix-
els with defocus value σ < 1 will be treated as a clear pixel
since its CoC radius is less than one pixel. By generating
multiple defocus maps and rendering the corresponding de-
focus images, we can construct the focal stack with varying
focus distances.

Discussion on the Optical Model. We choose the
physics-realistic optical model to reconstruct the focal stack
over a neural model mainly for two reasons. First, the opti-
cal model is a physically explainable process, therefore, an
implicit constraint on the physical meanings will be applied
to the inputs. In another word, the optical model encour-
ages the predicted depth and AIF images to have their cor-
responding physical properties so that the focal stack can
be properly reconstructed. However, using a neural model
does not have such constraints. Second, it is hard to opti-
mize the DAIF-Net model and a neural model for recon-
struction jointly. In contrast, using an optical model re-
quires no training. Meanwhile, the physics model is nat-
urally more robust and has a provable performance.

3.2. DAIF-Net

The optical model depicts the forward process of gener-
ating defocus image from the AIF image and the depth. The
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Figure 4. The DAIF-Net architecture. The architecture takes a
focal stack of arbitrary size and estimates the depth map and AIF
image. The parameters of encoders and bottlenecks are shared
across all branches. We adopt the global pooling [15] and fuse the
branches by selecting the maxima of their features.

model calculates the following equation explicitly:

JF = GF (I,D), (5)

where JF is the defocus image with focus distance F , G is
the optical model, I and D are the AIF image and the depth
map respectively.

In contrast, predicting depth and AIF image from the fo-
cal stack, the DAIF-Net is implicitly learning the reverse
expression of Eq. (5). To be specific, we are learning:

{I,D} = D(JF ), (6)

where D is the DAIF-Net. Solving this equation using a
single defocus image is an ill-posed problem because we are
calculating two variables from one input. Taking advantage
that the defocus images in a focal stack are sharing the same
depth and AIF image. Thus, we can train our model on a
focal stack to make this task solvable, and our DAIF-Net
has the following expression:

{I,D} = D(J0
F , J

1
F , · · · , Jk

F ), (7)
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where that the accurate depth map and AIF image is the
only solution to this function.

Consequently, from the aspect of model architecture, the
DAIF-Net is supposed to take a focal stack with an arbitrary
number of images and output the underlying AIF image and
depth map. We modify the encoder of the U-Net [21], and
design our DAIF-Net, as shown in Figure 4. In order to
support a flexible number of input branches, every image
will be passed through the same encoder and bottleneck.

In order to learn the depth and AIF image from a fo-
cal stack simultaneously, we observe that sharpness is the
connection between them. Intuitively, a sharper point indi-
cates a closer distance between the depth and the focus dis-
tance. Meanwhile, sharper points better preserve the cor-
responding colors of the AIF images. Therefore, training
a model that is sensitive to the sharpest points in the fo-
cal stacks is beneficial to predicting both AIF images and
depth maps. To measure the sharpness, our designed model
exploits the difference between image pixel-wise local fea-
ture maps, i.e., the absolute sharpness, and the stack-wise
global feature maps, i.e., the sharpest regions. To com-
pare the local feature maps and the global feature maps,
our model adopts layer-wise global pooling from Defocus-
Net [15]. Specifically, the model computes the output of the
convolution block for every input image to produce the local
feature maps. Then the maximum values are selected from
the local feature maps across all branches to generate the
global feature maps. The global feature maps are then con-
catenated to the local feature maps and the combined fea-
tures are passed into the next convolution block. This way,
global and local feature maps are visible to every branch.
By comparison, the sharper regions will be highlighted by
the multi-input encoder. The decoder then produces the AIF
image and the depth jointly from the sharpness clue.

Note that the inputs to the model have 4 channels: the
RGB color channels and the focus distance channel, where
we expand the focus distance to the size of the image, and
concatenate it to the color channels. The focus distances can
be extracted from the EXIF properties, which come together
with the image and can be acquired with minimal cost. The
focus distance is an essential input in our model. It increases
the absolute accuracy of depth estimation, while not affect-
ing the self-supervised characteristics of the framework.

3.3. Self-supervised Training

While our DAIF-Net is trained by estimating an accu-
rate depth map and AIF image that can perfectly recon-
struct the input focal stack using the optical model, it is hard
to achieve this goal solely using the reconstruction loss in
practice. Noticing that the CoC can have the same value in
front of and behind the focus point, and the defocus is am-
biguous in texture-less regions, we delicately design auxil-
iary losses and regularization to support our self-supervised

training. First, we briefly introduce our reconstruction loss.
Reconstruction Loss. We adopt the reconstruction loss

from [8] and have:

Lrecon =
1

N

N∑
α
1− SSIM(J̄ , J)

2
+ (1− α)∥J̄ − J∥1,

(8)
where J is the input focal stack and J̄ is the reconstructed
focal stack, SSIM is the Structural Similarity measure [25],
and α is used to balance the scale between the SSIM and the
L1 loss which we set to be 0.85.

Coarse AIF Image. We notice that the defocus map is a
natural clue for multi-focus fusion. Given a stack of defocus
maps, we acquire the index of the minimum defocus value
for each pixel position and fuse these sharpest pixels to form
the coarse AIF image. If the defocus maps are accurate, this
is the sharpest image we can produce without extra calcula-
tion. Meanwhile, since the defocus map is produced from
the depth map, a clearer coarse AIF image indicates a more
precise map, and thus a more accurate depth map. There-
fore, we regularize the blurriness to encourage the images to
be clear, so that the quality of depth map can be improved.

Blurriness Regularization. To evaluate the sharpness
of AIF image, we apply a Laplacian filter for the edge map
and calculate its variance. By taking the negative log sum
of the normalized variance, the blurry estimation loss [14]
encourages the image to be as clear as possible:

Lblur = − 1

N

N∑
c=1

β log
(ΣiΣj(∇2Î(i, j))2

M − µ2

)
, (9)

where I is the image, M is the number of pixels, µ is the
mean pixels value, ∇2 is the Laplacian operator and β is
a scale factor which we set to be 0.01. We apply the blur
estimation loss on the predicted and the coarse AIF images
to improve their sharpness.

Smoothness Regularization. To prevent the estimated
depth from drastic disparity in homogeneous regions and
increase the consistency between the estimated depth and
AIF image, we apply the smoothness prior to regularize the
predicted depth map. The edge-aware smoothness regular-
ization is:

Lsmooth =
1

N

N∑
|∂xD̄|e−β∂xĪ + |∂yD̄|e−β∂y Ī , (10)

where Ī is the predicted AIF image, D̄ is the predicted depth
map, and β is the scale factor for the edge sensitivity which
we set to be 2.5. The overall loss then becomes:

L = Lrecon + Lblur(Ī) + Lblur(Î) + λLsmooth, (11)

where Î is the coarse AIF image, and λ is used to control
the importance of the the smooth regularization, which we
set to be 0.5.
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4. Experiments
In this section, we show qualitative and quantitative re-

sults of our proposed framework on a synthetic dataset [15],
a real dataset with synthetic defocus blur [8, 14] and a real
focal stack dataset [22].

4.1. Configurations

The framework is implemented in Pytorch [19]. We train
the model using the Adam optimizer [12] and the cosine
annealing scheduler with an initial learning rate of 5e − 4.
The batch is set to 32 and the focal stack size is 5 if not
explicitly specified. We train our model for 2000 epochs on
a single NVIDIA V100 GPU for each experiment.

4.2. Datasets

Synthetic Dataset DefocusNet Dataset [15] is a syn-
thetic dataset rendered using Blender. The dataset consists
of random objects distributed in front of a wall. A virtual
optical camera takes five images of the scene with varying
focus distances and forms a focal stack. The original dataset
is wildly used in supervised methods [15,24,27]. However,
the focus distances of the focal stacks are overly concen-
trated, causing indistinguishable defocus blur. Therefore,
to perform an experiment in a similar setting, we regenerate
the dataset with a set of more distributed focus distances us-
ing the code provided by the dataset author. The new dataset
consists of 1000 focal stacks, with f-number N = 1.2, focal
length f = 2.9mm, and focal distance F at 0.3m, 0.45m,
0.75m, 1.2m and 1.8m. The maximum depth is 3m.

Real Image with Synthetic Defocus Blur. To acquire
sufficient realistic defocus images for model training and
evaluation, we render the focal stack datasets from RGB-
D datasets using the thin-lens equation and PSF convolu-
tion layers as in Sec. 3.1. The RGB-D datasets we use is
NYUv2 dataset [17]. NYUv2 dataset with synthetic defo-
cus blur [8, 14] is also commonly used in DFD tasks. The
dataset consists of 1449 pairs of aligned RGB images and
depth maps. We train our model on the 795 training pairs
and evaluate on the 654 testing pairs. To render the fo-
cal stacks, we choose focal length f = 50mm, f-number
N = 8 and focus distance F at 1m, 1.5m, 2.5m, 4m and
6m The maximum depth is 10m.

Real Focal Stack Dataset. Mobile Depth [22] is a real-
world DFD dataset captured by a Samsung Galaxy S3 mo-
bile phone. It consists of 11 aligned focal stacks with 14
to 33 images per stack. Since neither depth ground-truth
nor camera parameters are provided, we only perform qual-
itative evaluation and comparison on this dataset with no
further finetuning.

4.3. Evaluation

DefocusNet Dataset. We split the 1000 focal stacks into
500 training focal stacks and 500 testing focal stacks. For

a fair comparison, we trained our method, along with the
open-source state-of-the-art DFD methods [15, 27], on our
new training set. We present the qualitative results of the
testing set in the supplementary material. The quantita-
tive evaluation results are shown in Table 1. It is expected
that our method does not perform as well as the supervised
methods. This is because the DefocusNet dataset is texture-
less, and our self-supervised framework is less sensitive to
backgrounds, where defocus change is less obvious. Such
issues do not exist for supervised methods because they al-
ways have access to the depth ground-truth. Meanwhile,
we observe that our method is on par with the supervised
methods when counting the results only for depths less than
0.5m, which indicates that our self-supervised method has
higher accuracy in closer ranges.

NYUv2 Dataset. We present the results of our frame-
work trained on the NYUv2 dataset with the synthetic focal
stacks. In addition to Figure 1, more qualitative results are
provided in the supplementary material. We evaluate our
models on the sparse testing focal stacks and compare our
results to other DFD methods. Table 2 shows that in scener-
ies with complex textures, our method is on par with the
state-of-the-art on the majority of the metrics. Note that
[8, 14] rely on AIF image for training or inference; DFF-
FV/DFV [27] are the state-of-the-art supervised DFD works
on synthetic datasets. The result of AiFDepthNet [24] is not
presented because they have not released their training code.
In contrast, our framework is completely self-supervised,
with no AIF images or depth ground-truth required.

Mobile Depth Dataset. To evaluate our model on real
focal stacks, qualitative experiments are performed on the
Mobile Depth dataset [22]. We compare our model with
MobileDFF [16], AiFDepthNet [24], DDF-DFV/FV [27]
and the finetuned AiFDepthNet using AIF ground-truth. We
also compare our generated AIF image with the AIF image
produced by MobileDFF. Figure 5 shows parts of the re-
sults. Among these, MobileDFF is an optimization-based
method and takes the full focal stack ranging from 14 to 30
images per stack. The resting deep methods generate depth
using 5 uniformly sampled images from focal stacks. Since
the dataset has no focus distance provided, we evenly as-
sign the focus distances and normalize resulting depth map.
From the figure, we can find that DFD models are gener-
ally sensitive to closer objects and edges. This is because
the defocus change is more drastic at a close distance as
demonstrated in Figure 7, and image defocus is more obvi-
ous at the edge than in the regions without textures. Such
characteristic is more apparent in our framework since our
framework estimates depth completely depends on defocus
information. While most of the deep methods give reason-
able depth estimation, we claim that our framework is more
advantageous since it is fully self-supervised.
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Regular 0.5mMethods
δ1 ↑ δ2 ↑ δ3 ↑ RMSE ↓ AbsRel ↓ δ1 ↑ δ2 ↑ δ3 ↑ RMSE ↓ AbsRel ↓

Supervised Learning
DefocusNet [15] 0.912 0.967 0.983 0.194 0.090 0.911 0.933 0.938 0.062 0.069

DFF-FV [27] 0.883 0.953 0.980 0.231 0.107 0.977 0.996 0.999 0.023 0.032
DFF-DFV [27] 0.921 0.977 0.990 0.219 0.104 0.976 0.996 0.999 0.023 0.031

Self-supervised Learning
Ours 0.746 0.883 0.938 0.351 0.177 0.889 0.987 0.992 0.072 0.138

Table 1. Evaluation results on DefocusNet test set. Regular means all results are considered; < 0.5m only counts results for depth less
than 0.5 meters. The results indicates that our model is on par with the supervised state-of-the-arts in a closer range.

Methods Input δ1 ↑ δ2 ↑ δ3 ↑ RMSE ↓ AbsRel ↓
Analytical Methods

Moeller et al. [16] focal stack 0.670 0.778 0.912 0.985 0.263
Suwajanakorn, Hernandez, and Seitz [22] focal stack 0.688 0.802 0.917 0.950 0.250

Self-sup w/ AIF
Gur and Wolf [8] in-focus 0.720 0.887 0.951 0.649 0.184
Defocus-Net [14] defocus 0.732 0.887 0.951 0.623 0.176
Focus-Net [14] focal stack 0.748 0.892 0.949 0.611 0.172

Supervised Learning
DFF-FV [27] focal stack 0.956 0.979 0.988 0.285 0.470

DFF-DFV [27] focal stack 0.967 0.980 0.990 0.232 0.445
Fully Self-Supervised Learning

Ours focal stack 0.950 0.979 0.987 0.325 0.170

Table 2. Evaluation results on NYUv2 test set. Note that the results of [8,14,16,22] are recorded from [14]. Self-sup w/ AIF means that the
method is self-supervised but utilizes AIF ground-truth. Results show that our method is on par with the state-of-the-art on NYUv2 dataset
for the depth-from-defocus task.

Setting δ1 ↑ δ2 ↑ δ3 ↑ RMSE ↓ AbsRel ↓
w/o cAIF blur 0.934 0.973 0.986 0.462 0.254
w/o smooth 0.912 0.976 0.984 0.477 0.278

Ours Original 0.950 0.979 0.987 0.325 0.170
Ours New Param. 0.957 0.979 0.986 0.348 0.178

Ours Noisy 0.943 0.980 0.986 0.340 0.189

Table 3. Ablation studies for the regularization, the camera param-
eters and data generation process.

5. Discussion
In this section, we provide the ablation study on regu-

larization, camera parameter selection and data generation
process. We also discuss some of the limitations of our
framework. Further discussion on the selection of hyper-
parameters and extension to the framework are provided in
the supplementary material.

5.1. Ablation Study

Regularization Selection. In our work, we propose that
by regularizing the blurriness of the coarse AIF and the
smoothness of the estimated depth, we can improve the
model performance. As shown in Table 3, we perform abla-

tion studies using NYUv2 Dataset. From the table, we can
observe that the regularization improves the accuracy (δ1)
of our model by 1.6% and 3.8% respectively. Our model
also celebrates a drop in error rates (RMSE, AbsRel) with
complete regularization. Therefore, the experiments prove
the effectiveness of our regularization.

Camera Parameters. We perform an experiment to
show that knowledge of the camera parameters is not neces-
sary. Instead of using the camera parameter used in render-
ing the NYUv2 focal stack dataset, we train our model on
another set of camera parameters: f-number N = 1.2, fo-
cal distance f = 17mm. The result is shown in the second
last row of Table 3. We can see that even being trained with
different sets of camera parameters, our framework still pro-
vides promising results. Note that although we can train our
model on different camera parameters, the camera parame-
ters need to be selected so that it generates distinguishable
defocus blurs as discussed in Sec. 3.1.1.

Data Generation Process. To illustrate that the high
performance of our method on the NYUv2 dataset is not be-
cause of the matching between the generated focal stack and
the reconstructed defocus images, we slightly modify the
data generation process. To be specific, we add Gaussian
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Image Ours AIF MobileDFF AiFDepthNet*AiFDepthNet FV DFV Ours

Figure 5. Qualitative depth estimation and AIF prediction results on the Mobile Depth dataset. The warmer color indicates a larger depth.
Note that AiFDepthNet* is the finetuned model using AIF information.

noise to every rendered defocus image and train our model
on the noisy NYUv2 Focal Stack. The result is shown in the
last row of Table 3. We can see that the performance of our
model does not vary even noise is added, which proves that
our method is robust against noise and works regardless of
the defocus generation process.

5.2. Limitations

Our DAIF-Net predicts the depth and AIF image by solv-
ing Eq. (7). Theoretically, a focal stack with two images is
enough to solve the equation. However, in practice, more
images with distinct defocus blurs are needed. Intuitively, a
larger focal stack helps the model to better find the sharpest
point instead of the sharper point. In addition, two im-
ages may have close defocus values at a certain depth as
shown in the right of Fig. 7. Such indistinguishable defocus
blurs make focal stack reconstruction and model optimiza-
tion challenging. Therefore, we need more than two images
in the focal stack so that distinguishable defocus values are
available at every depth. To sum up, our framework is more
suitable for closed scenes and textured scenes, where the
defocus blurs are easier to be observed.

6. Conclusion
In this paper, we first propose a real yet challenging set-

ting for DFD tasks, where only sparse focal stacks are pro-
vided for training and testing. Then, to train a DFD model
in such scenarios, we design a novel self-supervised frame-
work for this task. In this framework, the DAIF-Net predicts
depth and AIF image simultaneously from a focal stack.
The model is then supervised by reconstructing the input
focal stack using the optical model. Our framework re-
lieves the need for the AIF or depth ground-truth, which
makes its application to the real world more feasible. Ex-
periments on various datasets also demonstrate the superior
performance of our models, which set a strong baseline for
the completely self-supervised DFD tasks. In the future, we
plan to integrate the knowledge of the CoC curve into the
DAIF-Net. It is also necessary to establish a real focal stack
dataset with focus distance and depth ground-truth included
so that future DFD works can have a quantitative bench-
mark on more realistic data.
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cus on defocus: Bridging the synthetic to real domain gap for
depth estimation. In 2020 IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition (CVPR), pages 1068–
1077, 2020. 1, 2, 4, 5, 6, 7, 11

[16] Michael Moeller, Martin Benning, Carola Schönlieb, and
Daniel Cremers. Variational depth from focus reconstruc-
tion. IEEE Transactions on Image Processing, 24(12):5369–
5378, 2015. 2, 6, 7

[17] Pushmeet Kohli Nathan Silberman, Derek Hoiem and Rob
Fergus. Indoor segmentation and support inference from
rgbd images. In ECCV, 2012. 1, 6, 11

[18] Shree K Nayar and Yasuo Nakagawa. Shape from focus.
IEEE Transactions on Pattern analysis and machine intelli-
gence, 16(8):824–831, 1994. 2

[19] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer,
James Bradbury, Gregory Chanan, Trevor Killeen, Zeming
Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison,
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