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1valeo.ai, Paris, France
2Czech Institute of Informatics, Robotics and Cybernetics, CTU, Prague, Czech Republic

Figure 1. Examples of object localization results obtained with our method FOUND on images from diverse datasets. We propose
a simple framework in which we train a single conv1 × 1 layer, and achieve state-of-the-art results in unsupervised object discovery and
saliency detection. We train for only 2 epochs over the 10k dataset DUTS-TR [54] and inference runs at 80 FPS. Note that the results
presented here are without post-processing refinement.

Abstract

Recent advances in self-supervised visual representa-
tion learning have paved the way for unsupervised methods
tackling tasks such as object discovery and instance seg-
mentation. However, discovering objects in an image with
no supervision is a very hard task; what are the desired ob-
jects, when to separate them into parts, how many are there,
and of what classes? The answers to these questions de-
pend on the tasks and datasets of evaluation. In this work,
we take a different approach and propose to look for the
background instead. This way, the salient objects emerge
as a by-product without any strong assumption on what
an object should be. We propose FOUND, a simple model
made of a single conv1 × 1 initialized with coarse back-
ground masks extracted from self-supervised patch-based
representations. After fast training and refining these seed
masks, the model reaches state-of-the-art results on un-
supervised saliency detection and object discovery bench-

marks. Moreover, we show that our approach yields good
results in the unsupervised semantic segmentation retrieval
task. The code to reproduce our results is available at
https://github.com/valeoai/FOUND.

1. Introduction

The task of object localization — either performed by
detecting [4, 39] or segmenting [7] objects — is required in
many safety-critical systems such as self-driving cars. To-
day’s best methods train large deep models [4, 7] on large
sets of labeled data [13, 30]. To mitigate such needs in
annotation, it is possible to use strategies such as semi-
supervised [10, 31], weakly-supervised [10, 61] and active
learning [37, 50, 65].

In this work, we consider the unsupervised object local-
ization task, which consists in discovering objects in an im-
age with no human-made annotation. This task has recently
received a lot of attention [40,41,43] as it is a solution to de-
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tect objects in a scene with no prior about what they should
look like or which category they should belong to. Early
works exploit hand-crafted features [46,62,71,74] and inter-
image information [49,51] but hardly scale to large datasets.
Recent works leverage strong self-supervised [6,16,19] fea-
tures learned using pretext tasks: [33, 44, 58] localize a sin-
gle object per image just by exploiting a similarity graph
at the level of an image; [43] proposes to combine differ-
ent self-supervised representations, in an ensemble-fashion,
and trains a model to learn the concept of object, the same
as what [56] does. However, most of these methods make
assumptions about what an object is. For example, [44, 58]
assume that an image contains more background pixels than
object pixels, while [43] discards masks that fill in the width
of an image. Such hypotheses restrict objects one can find.

In this work, we propose to tackle the problem the other
way around: we make no assumptions about objects but fo-
cus instead on the concept of background. Then, we use the
idea that a pixel not belonging to the background is likely
to belong to an object. Doing so, we do not need to make
hypotheses about the number or the size of objects in order
to find them. Our method, named FOUND, is cheap both at
training and inference time.

We start by computing a rough estimate of the back-
ground mask; this step works by mining a first patch that
likely belongs to the background. To do this, we leverage
attention maps in a self-supervised transformer and select
one of the patches that received the least attention. Then the
background mask incorporates patches similar to this mined
one. One of our contributions is a reweighting scheme to
reduce the effect of noisy attention maps based on the spar-
sity concept. In the second step, we use the fact that the
complement of this background mask provides an approxi-
mate estimation of the localization of the objects. This es-
timate is refined by training a single conv1 × 1 layer on
top of the frozen self-supervised transformer, using only
the masks computed in the first step, an edge-preserving fil-
ter, and a self-labelling procedure. We show that this cheap
method allows us to reach state-of-the-art results in the tasks
of saliency detection, unsupervised object discovery and se-
mantic segmentation retrieval.

Our main contributions are as follows:
• We propose to think about the object discovery problem

upside-down, and to look for what is not background
instead of directly looking for objects.

• We propose a new way to exploit already self-trained
features and show that they allow us to discover the con-
cept of background.

• We show that the use of attention heads can be improved
by integrating a weighting scheme based on attention
sparsity.

• We propose a lightweight model composed only of a
single conv1× 1 layer and show that there is no need to

train a large segmenter for the task.
• We demonstrate that our model performs well on unsu-

pervised saliency detection, unsupervised object discov-
ery and unsupervised semantic segmentation retrieval
tasks. We reach state-of-the-art results in all tasks with
a method much faster and lighter than competing ones.

2. Related work
Self-supervised learning. In self-supervised learning, a
model is trained to solve a pretext task (e.g., jigsaw solv-
ing, colorization, or rotation prediction) on unlabeled data
[6, 8, 9, 16, 17, 20, 27, 36, 45]. Recently, with the surge of
Vision Transformers (ViT) [12] that stand out compared to
convolutional networks, one can obtain rich, and dense de-
scriptors of image patches with models trained in a self-
supervised fashion on massive amounts of data [6, 19, 70].
For example, DINO [6] employs a teacher-student frame-
work where the two networks see different and randomly
transformed input parts and the student network learns to
predict the mean-centered output of the teacher network.
In MAE [19], patches of the input image are randomly
masked and the pretext task aims at learning to reconstruct
the missing pixels by auto-encoding. In these works, it
has been shown that the representations of the self-attention
maps of the ViTs contain interesting localization informa-
tion [1, 6, 19, 70], which have led recent methods to exploit
these properties in several downstream tasks as unsuper-
vised object discovery [33, 44, 58] or semantic segmenta-
tion [15, 18, 47, 66]. In this paper, we build upon such self-
supervised features to partition background and foreground
patches. Arguably, learning self-supervised representation
on unlabaled Imagenet [11] — a curated dataset — induces
a certain supervision. We leave for future work using mod-
els trained on less curated and more heterogenous datasets.

Unsupervised object localization. Localizing objects
within images without any supervision is in the literature
traditionally addressed by two distinct branches: 1) un-
supervised saliency detection methods find binary masks
of objects [29, 63, 72] while 2) unsupervised object detec-
tion seeks for bounding boxes around objects [3,23,26,73].
Unsupervised saliency detection has been approached with
hand-crafted methods [62, 71], generative adversarial mod-
els [34], or, closer to us, by refining noisy labels [35]. The
first attempts in an unsupervised object discovery have of-
ten used region proposals [46,74] as input. These works ex-
plored a collection of images and inter-image information
using methods such as principal component analysis [59],
optimization [48, 49] or ranking [52].

Recently, these historically distinct tasks have been tack-
led jointly in unified frameworks [33, 38, 58] building on
the advent of aforementioned self-trained dense visual fea-
tures [5, 6, 9, 19]. Given an image, these methods create
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a weighted graph where each node is a patch, and edges
represent the similarity between the patches. Foreground
objects are segmented by leveraging this similarity. In par-
ticular, LOST [44] uses this graph to mine an object seed as
the patch with the least connection to other patches and ex-
pands the zone of interest to all connected similar patches
afterwards. Building on LOST, TokenCut [58] and Deep
Spectral Methods [33] refine this result by using a normal-
ized graph-cut to separate an object from the highly con-
nected patches, which most likely depict the background.

Another line of methods proposes to compute mask pro-
posals that are later refined. SelfMask [43] explores the use
of multiple self-supervised features [5, 6, 9] as the input of
a spectral clustering algorithm. FreeSOLO [56] proposes
FreeMask that generates correlation maps which are then
ranked and filtered by a maskness score. DINOSAUR [41]
performs representation learning by separating the features
of an image and reconstructing them into individual objects
or parts.

It should be noted that these prior works make strong un-
derlying assumptions about what an object is. This includes
priors about the contrast [22], the size [44, 58], the center-
ness [24], the shape [43] or boundary [60] of the sought ob-
ject. Instead, in our work, by looking for the background,
we do not need to make any assumptions about the presence
or number of objects.

Learning to generalize through training. While we
build our seed masks from single-image information, we
refine these masks in a self-training step that leverages in-
formation shared across the whole image collection. This
self-training step aims at improving the quality of predic-
tions by propagating and refining the initial seed of pseudo-
annotations to a large set of unlabeled instances. Early
works in unsupervised saliency detection learn a deep unsu-
pervised saliency network from noisy predictions obtained
from handcrafted methods [35,67,68]. After clustering self-
supervised features, [44, 58] train a Class-Agnostic Detec-
tion (CAD) network over predicted pseudo-boxes and show
that this trained detector can smooth out poor discoveries,
therefore boosting results. Similarly, in semantic segmenta-
tion, FreeSOLO [56] and COMUS [66] feed coarse masks
to train a segmentation model on these pseudo masks [55].

When propagating and refining pseudo-labels through
the dataset with training, previous methods generally em-
ploy heavy training procedures involving learning several
millions of parameters. Instead, our self-training step is ex-
tremely lightweight and fast as it is only composed of one
layer of 1×1 convolutions and a two-epoch training scheme.

3. Our method FOUND
In this work, we tackle the unsupervised object localiza-

tion task by considering the problem upside-down. Our ap-
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Figure 2. Overview of FOUND. In the first stage (green upper
part), a background mask Mb is discovered by mining a seed
patch through a reweighting of the self-attention maps of a frozen
DINO [6]. This seed is then used to find similar patches likely be-
longing to the background. In the second stage (blue lower part),
we train a lightweight 1× 1 convolutional layer that produces re-
fined masks from DINO features. It is trained in a self-supervised
fashion to predict both smoothed inverse coarse masks Mb of the
first step, and smoothed binarized version of its own output. Blue
arrows denote where the gradients flow (in the reverse direction).

proach consists of two stages. First, we propose to look for
patches corresponding to the background in order to high-
light patches that are likely objects (Sec. 3.1). Then, starting
from these coarse masks, we design a fast and lightweight
self-supervised learning scheme to refine them (Sec. 3.2).
An overview of FOUND is shown in Fig. 2.

3.1. Background discovery

Here, we look for the background pixels of an image
I ∈ RW×H×3. To do so, we start by extracting deep fea-
tures from this image using a self-supervised pre-trained
ViT. First, the image is divided into N square patches of
P pixels each. These patch tokens, along with an additional
learned token, called class token (CLS), are processed by
the ViT. At the last self-attention layer, composed of h dif-
ferent heads, we extract h matrices {Fi ∈ RN×d}i=1..h,
that each contains d-dimensional features for each of the N
patches. We also store in A ∈ RN×h the h self-attention
maps between the CLS token and all patch tokens.

Background seed. To identify the background, we start
by identifying one patch which likely belongs to the back-
ground. This patch, called the background seed, is defined
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(a) Coarse background mask Mb (b) Coarse foreground mask Mf

(c) Refined ζ(Mf ) (d) Predicted Ms

Figure 3. Visualizations of masks generated for one image from
ECSSD [42] at different stages of our method. We show (a) the
mask Mb extracted using our background discovery step, (b) its
inverse Mf used as foreground mask to train our segmenter head,
(c) the version refined using a bilateral solver ζ(Mf ) and (d) the
output of our segmentation head Ms at the end of the training.

as the patch with the least attention in A — a patch which
the model has learned to not give too much attention to.
This seed is the sth patch, where

s = argmin
p ∈ {1,...,N}

h∑
i=1

Api. (1)

In the equation above, Api is the attention score between
the CLS token and the pth patch in the ith attention head.

Reweighting the attention heads. When observing the
h different attention maps in A, we notice that the back-
ground appears more or less clearly in the different heads.
Therefore, we propose to weight each head differently in
Eq. 1. We exploit the sparsity of the attention map to com-
pute these weights since the background appears better in
a sparse attention map (as illustrated in the supplementary
materials). Inspired by [25], we compute the sparsity Si of
each map by counting the number of attention values above
a certain threshold µ > 0:

Si = |{p | Api ≥ µ, p = 1, . . . , N}|, (2)

and reweight each attention map in (1) by

wi = log

(∑h
j=1 Sj

Si

)
. (3)

Notice that wi increases when the sparsity Si decreases,
i.e., when we visually observe a clearer separation of the
background from the foreground thanks to sparser attention
maps. Finally, Eq. 1 becomes

s = argmin
p ∈ {1,...,N}

h∑
i=1

wi Api. (4)

Discovery of the background. We identify the back-
ground by finding patches similar to the background seed.
For each patch, we start by computing a single feature by
concatenating the corresponding d-dimensional features in
each head: F̃ = [w1 F1, . . . , wh Fh] ∈ RN×hd. Then, the
background mask Mb ∈ {0, 1}N is defined as

Mb
p =

{
1 if sim(f̃p, f̃s) ≥ τ,

0 otherwise,
p = 1, . . . , N, (5)

for a threshold τ > 0, where sim is the cosine similarity,
and f̃p, f̃s are the hd-dimensional features corresponding
to patch p and s in F̃. We show an example in Fig. 3.

3.2. Refining masks with self-training

The proposed background discovery method described
above is able to segment a good portion of the background
but the corresponding masks are still far from perfect, as
observed in Fig. 3. To improve them, and therefore to better
segment the foreground objects, we propose a very simple
refinement step of learning a lightweight segmentation head
in a self-supervised fashion.

The segmentation head consists of a single 1 × 1 con-
volution. For each patch, it compresses DINO frozen patch
features into a scalar, which is passed into a sigmoid func-
tion to encode the probability of the patch belonging to the
foreground. We stress that, unlike most recent works, we
do not train a heavy segmentation backbone [43, 56, 66] or
a detection model [44, 58]. This aspect brings considerable
training and inference efficiency both in terms of time and
memory, as studied in Sec. 4.4.

The segmentation head is trained in a self-supervised
fashion. The general idea is that the model learns to predict
a smoothed version of the complement of the coarse back-
ground masks and its own prediction, such that it quickly
converges to refined masks. We describe it formally below.

Segmentation head training. Self-training is done
thanks to two losses with distinct roles. The first objective
consists of initializing and guiding the predictions toward
the coarse background masks. The second objective aims at
smoothing and refining predictions.

Formally, let Ms ∈ RN be the soft output of the seg-
mentation head for a given image. The goal of the first
objective is to predict the complement Mf of the coarse
background mask Mb (defined in Sec. 3.1), refined by a bi-
lateral solver ζ(·), which is an edge-aware smoothing tech-
nique improving the mask quality as proposed in [2] and
exploited in [43, 58]. Let M̂f ∈ {0, 1}N be this refined
version. We compute the binary cross entropy

Lf =

N∑
p=1

[
M̂f

p logM
s
p + (1− M̂f

p) log(1−Ms
p)
]

(6)
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over a batch of images, where Ms
p and M̂f

p are the output
of the segmentation head and refined coarse mask at patch
p respectively. We additionally train the segmentation head
by minimizing the binary cross entropy between the output
and its refined version after binarization M̂s ∈ RN , using
again the bilateral solver, in order to force the quality of the
mask edges, using

Ls =

N∑
p=1

[
M̂s

p logM
s
p + (1− M̂s

p) log(1−Ms
p)
]

(7)

with M̂s
p being the refined mask at patch p. Note that we

compute this loss only for images for which Ms and M̂s

do not differ too much, i.e., if IoU(Ms, M̂s) > 0.5 follow-
ing [43]. The two losses are linearly combined and balanced
with a hyper-parameter λ ∈ R: L = Lf + λLs. Also, af-
ter a few training steps, we observe that the model outputs
become much better than the coarse masks. Therefore, we
stop using Lf after m iterations. But, to avoid collapse we
replace Lf with a cross-entropy loss that encourages pre-
dicted soft masks to be close to their binarized version.

4. Experiments
In this section, we make several experiments to assess

the quality of FOUND. We first evaluate it on the tasks
of unsupervised object discovery (Sec. 4.1), unsupervised
saliency detection (Sec. 4.2), and unsupervised semantic
segmentation retrieval (Sec. 4.3). Besides, we compare
training/inference costs of the different methods in Sec. 4.4,
discuss qualitative results in Sec. 4.5, and measure the im-
pact of different components of our method in Sec. 4.6.

Technical details. In all experiments, we use a ViT-S/8
architecture [12] pre-trained with [6]. Following [44, 58],
we use the key features of the last attention layer as F and
we use τ = 0.3 in the background discovery step. The
parameter µ in Eq. 2 is computed per image as the overall
mean attention over all heads. We use the coarse masks as
pseudo ground-truth for m = 100 iterations before refin-
ing the predictions directly. We balance the losses by set-
ting λ = 1.5. Similar to [43], we train FOUND on DUTS-
TR [54] (10,553 images) for 500 iterations with a batch of
50 images — corresponding to a bit more than 2 epochs.
We follow a similar training protocol as SelfMask [43]: we
use random scaling with a range of [0.1, 3.0] followed by
image resizing to (224, 224) and Gaussian blurring applied
with probability 0.5. We use the parameters of the bilateral
solver as provided by [58].

In our evaluation, we consider two protocols: ‘FOUND –
single’ and ‘FOUND – multi’. In the ‘single’ mode, we se-
lect the biggest connected component in M. In the ‘multi’
mode, we consider the mask as is — with all detected ob-
jects. Additionally, when applying the bilateral solver ζ(),

Method VOC07 VOC12 COCO20k

— No learning —
Selective Search [46] 18.8 20.9 16.0
EdgeBoxes [74] 31.1 31.6 28.8
Kim et al. [26] 43.9 46.4 35.1
Zhang et al. [69] 46.2 50.5 34.8
DDT+ [59] 50.2 53.1 38.2
rOSD [49] 54.5 55.3 48.5
LOD [52] 53.6 55.1 48.5
DINO-seg [6] [44] (ViT-S/16 [6]) 45.8 46.2 42.0
LOST [44] (ViT-S/8 [6]) 55.5 57.0 49.5
LOST [44] (ViT-S/16 [6]) 61.9 64.0 50.7
DSS [33] (ViT-S/16 [6]) 62.7 66.4 52.2
TokenCut [58] (ViT-S/8 [6]) † 67.3 71.6 60.7
TokenCut [58] (ViT-S/16 [6]) 68.8 72.1 58.8

— With learning —
FreeSolo [56] † 44.0 49.7 35.2
LOST + CAD [44] (ViT-S/16 [6]) 65.7 70.4 57.5
TokenCut + CAD [58] (ViT-S/16 [6]) 71.4 75.3 62.6
SelfMask [43] † 72.3 75.3 62.7
DINOSAUR [41] — 70.4 67.2
FOUND — single (ViT-S/8 [6]) 72.5 76.1 62.9

Table 1. Single object discovery results. Comparative CorLoc
performance on 3 datasets [13, 14, 30, 49]. ‘†’: results from our
own computation using TokenCut [58], FreeSOLO [56] and Self-
Mask [43] available codes. ‘+CAD’: a second-stage class-agnostic
detector trained with unsupervised “pseudo-boxes” labels. All ViT
backbones are trained following [6]. Best result is highlighted in
bold, second best is underlined.

we extract, similarly, either the biggest connected compo-
nent (single), or all connected components (multi). When
not specified, we are using the ‘multi’ setup.

4.1. Unsupervised object discovery

We first evaluate our method on the task of unsupervised
object discovery. We follow the common practice and use
the trainval sets of PASCAL VOC07 & VOC12 datasets
[13, 14] and COCO20k (a subset of 19, 817 randomly cho-
sen images from the COCO2014 trainval dataset [30] fol-
lowing [49, 51]). As in [44, 51, 58], we report results with
the Correct Localization (CorLoc) metric. It measures the
percentage of correct boxes, i.e., predicted boxes having
an intersection-over-union greater than 0.5 with one of the
ground-truth boxes.

In Tab. 1, we compare FOUND – single (no bilateral
solver) to methods with no learning phase (LOST [44], To-
kenCut [58], DSS [33]), and to methods with a learning
phase (SelfMask [43], FreeSOLO [56], and DINOSAUR
[41]). FreeSOLO [56] predicts multiple instance masks per
image and, as such, we propose to merge all instances into
a single mask, this gave us the best results. Other choices
are discussed in the supplementary materials. For Self-
Mask [43], if the mask contains multiple connected com-
ponents, only the largest one is considered.

We show that FOUND achieves state-of-the-art results on
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DUT-OMRON [64] DUTS-TE [54] ECSSD [42]

Method Learning Acc IoU max Fβ Acc IoU max Fβ Acc IoU max Fβ

— Without post-processing bilateral solver —
HS [62] .843 .433 .561 .826 .369 .504 .847 .508 .673
wCtr [71] 838 .416 .541 .835 .392 .522 .862 .517 .684
WSC [28] .865 .387 .523 .862 .384 .528 .852 .498 .683
DeepUSPS [35] .779 .305 .414 .773 .305 .425 .795 .440 .584
BigBiGAN [53] .856 .453 .549 .878 .498 .608 .899 .672 .782
E-BigBiGAN [53] .860 .464 .563 .882 .511 .624 .906 .684 .797
Melas-Kyriazi et al. [32] .883 .509 — .893 .528 - .915 .713 —
LOST [44] ViT-S/16 [6] .797 .410 .473 .871 .518 .611 .895 .654 .758
DSS [33] [58] — .567 — — .514 — — .733 —
TokenCut [58] ViT-S/16 [6] .880 .533 .600 .903 .576 .672 .918 .712 .803
SelfMask [43] ✓ .901 .582 — .923 .626 — .944 .781 —
FOUND — single ViT-S/8 [6] ✓ .920 .586 .683 .939 .637 .733 .912 .793 .946
FOUND — multi ViT-S/8 [6] ✓ .912 .578 .663 .938 .645 .715 .949 .807 .955
— With post-processing bilateral solver —
LOST [44] ViT-S/16 [6] + ζ() .818 .489 .578 .887 .572 .697 .916 .723 .837
TokenCut [58] ViT-S/16 [6] + ζ() .897 .618 .697 .914 .624 .755 .934 .772 .874
SelfMask [43] + ζ() ✓ .919 .655 — .933 .660 — .955 .818 —
FOUND — single ViT-S/8 [6] + ζ() ✓ .921 .608 .706 .941 .654 .760 .949 .805 .934
FOUND — multi ViT-S/8 [6] + ζ() ✓ .922 .613 .708 .942 .663 .763 .951 .813 .935

Table 2. Unsupervised saliency detection. Performances of our method FOUND w.r.t. state-of-the-art methods on the unsupervised
saliency detection task. The symbol ζ() denotes the application of the post-processing bilateral solver on the generated masks and the
column ‘Learning’ specifies which methods have a training step. We evaluate FOUND in both the single and multi setup as described in
main text. Best result per section is highlighted in bold, second best is underlined.

2 out of the 3 datasets while being much cheaper to train.
Indeed, the best method, DINOSAUR, achieves results sig-
nificantly better than all others on COCO20k, but performs
representation learning at a much higher training cost (as
discussed in Sec. 4.4). We note that it also achieves worse
results than our method on VOC12 (-5.7pt). We discuss
qualitative results in Sec. 4.5 and in the Supplemental.

4.2. Unsupervised saliency detection

We then consider the unsupervised saliency detection
task, which is typically evaluated on a collection of datasets
depicting a large variety of objects in different backgrounds.
To compare to previous works, we evaluate on three popu-
lar saliency datasets: DUT-OMRON [64] (5,168 images),
DUTS-TE [54] (5,019 images), ECSSD [42] (1,000 im-
ages). We report results in terms of intersection-over-union
(IoU), pixel accuracy (Acc) and maximal Fβ score (max
Fβ) with β2 = 0.3 following [43, 58] (additional details
are given in the supplementary materials).

Tab. 2 presents our results compared to state-of-the-art
methods, including LOST [44], DeepSpectralMethods [33]
(denoted DSS in the table), TokenCut [58] and the trained
SelfMask [43]. When no bilateral solver is used, we ob-
serve that our method outperforms all methods, showing
that we trained a good saliency estimator which produces
high quality object masks. With the application of the bi-
lateral solver, we reach the same or better scores than the

other methods, except for the IoU on DUT-OMRON. We
observed that the bilateral solver sometimes amplifies the
under-segmentation observed in the input mask (visual ex-
amples can be found in the supplementary materials). Cor-
recting this behaviour is left for future work.

4.3. Semantic Segmentation Retrieval

In this section, we test our method on the task of unsu-
pervised semantic segmentation retrieval on the PASCAL
VOC12 [14] dataset in order to evaluate the quality of the
predicted saliency masks. We follow a protocol proposed
by [47] and compare to related methods whose code is
available online, namely to TokenCut [58], SelfMask [43]
and FreeSOLO [56]. We also include a comparison to
MaskContrast [47], which takes the opposite approach to
ours as it trains the feature representations while having a
frozen pre-trained saliency predictor. We consider two dif-
ferent evaluation setups. First, (a) we assume that the pre-
dicted mask depicts a single object. For FreeSOLO [56],
which generates several instances per image, we tried sev-
eral combinations and merged all instances into a single one
or consider only the largest instance (noted “largest inst.”).
(b) We test the multiple-instances setting, which is more
fair to FreeSOLO, and allows us to evaluate the ability of
FOUND to separate objects. In this setup, we consider each
instance of FreeSOLO as an object. For all other methods,
we compute the connected components in the mask outputs,
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mIoU

Method 7cls 21cls

— Representation learning methods —
MaskContrast [47] (unsup. sal.) ◦ 53.4 43.3

— Single saliency mask —
FreeSOLO [56] 19.7 17.0
FreeSOLO [56] (largest inst.) 20.6 20.6
TokenCut [58] (ViT-S/8 [6]) 46.7 37.6
TokenCut [58] (ViT-S/16 [6]) 49.7 39.9
SelfMask [43] 56.6 40.7
FOUND (ViT-S/8 [6]) 56.1 42.9

— Single saliency mask + bilateral solver —
FreeSOLO [56] 20.2 17.3
TokenCut [58] (ViT-S/8 [6]) 47.2 37.2
TokenCut [58] (ViT-S/16 [6]) 50.2 39.8
SelfMask [43] 55.4 40.9
FOUND (ViT-S/8 [6]) 57.2 42.2

— Multiple saliency masks —
FreeSOLO [56] 23.9 25.7
SelfMask [43] 56.2 40.8
FOUND (ViT-S/8 [6]) 58.0 42.7

Table 3. Retrieval on PASCAL VOC12 [14]. We consider either
a single instance per image (the second and the third blocks in the
table) or multiple instances in each image (last block). Feature
extractor used to get saliency prediction in FOUND, TokenCut, and
SelfMask is indicated between parentheses. All methods except
MaskContrast use features from ViT-S/8 during retrieval. Best
result is highlighted in bold, second best is underlined. ◦ denotes
result reported from [47].

and each component is then treated as an object (we discard
those smaller than 1% of an input image size).

Given an object mask, we compute a per-object feature
vector averaged over the corresponding pixels. We apply
this procedure both in the train and val splits. We use a
ViT-S/8 trained using DINO [6] as a feature extractor for
FOUND, TokenCut, SelfMask, and FreeSOLO. MaskCon-
trast uses its own optimized feature extractor. Finally, we
find the nearest neighbors of each object of the val set to
objects in the train set and assign them the corresponding
ground-truth label. We measure the mean Intersection-over-
Union (mIoU) between the predictions and ground truths.

Results in Tab. 3 are given for both setups and are com-
puted either over 7 (bus, airplane, car, person, cat, cow
and bottle) or all 21 classes of the VOC dataset, follow-
ing [47]. We can observe that FOUND outperforms all meth-
ods in both cases by a consistent margin. Results also
confirm SelfMask as a strong competitor that is however
outperformed by FOUND across all considered setups with
gaps between 1.3 and 2.2 mIoU points, excepting the sin-
gle saliency with 7 classes evaluation where SelfMask sur-
passes FOUND by 0.5 point. Improvements of FOUND over
TokenCut and FreeSOLO can be explained because Token-

# learnable inference
Method params. FPS

LOST [44] — 64
TokenCut [58] — 0.4
SelfMask [43] ≈ 36M 13
FreeSOLO [56] ≈ 66M 13
DINOSAUR [41] – MLP dec. ∗ ≥ 5M —
DINOSAUR [41] – transf. dec.∗ ≥ 77M —
FOUND 770 80

Table 4. Memory and inference costs. Comparison of the cost
of the different methods. ‘# learnable params.’ excludes weights
of the frozen DINO backbone. The FPS measure includes the for-
ward pass through DINO and is computed on a single V100 GPU
with PyTorch 1.8.1. ‘∗’: denotes an estimation of the number of
learnable parameters for methods without public code.

Cut localizes only a single object per image and FreeSOLO
finds objects that are often not considered as so in the
dataset. We continue the discussion in Sec. 4.5.

4.4. Comparison of method costs

We compare FOUND to methods that either do or do not
include training, and that have very different costs at infer-
ence time. In this section, we highlight the advantage of our
method in terms of complexity and speed. FOUND is a seg-
menter head composed of just 770 parameters, trained over
2 epochs on DUTS-TR [54] on a single GPU, and which can
infer at 80 FPS, including the forward pass through DINO,
on a V100 GPU. We summarize key numbers in Tab. 4.

First, regarding methods with no training, [58] requires
the costly computation of an eigenvector on the Laplacian
matrix of the affinity graph, therefore making the method
rather slow (0.4 FPS). For the same reasons, [33] runs at
equivalent speed to [58]. LOST [44] is almost as fast as us
but achieves much lower performance, as seen before.

Second, regarding methods that include training, Self-
Mask [43] trains a model of ≈ 36M parameters over 12
epochs on DUTS-TR [54], by exploiting 27 mask propos-
als generated using three different backbones, thus mak-
ing the training considerably more expensive than ours.
FreeSOLO [56] proposes a faster mask proposal extraction
step using a DenseCL [57] model based on a ResNet [21]
backbone. It then trains a SOLO [55] model (≈ 65M learn-
able parameters) for in total 60k iterations on 8 GPUs, mak-
ing it much more expensive to train compared to us.

4.5. Qualitative results

We show visualizations of saliency masks predicted by
FOUND and related methods in Fig. 4. We notice that
FreeSolo [56] and SelfMask [43] tend to oversegment the
objects in all examples, while FOUND yields masks much
more accurate with respect to the ground truth. Regarding
TokenCut [58], we observe, in the last row of the figure, that
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(a) Input image (b) Ground truth (c) FOUND (ours) (d) TokenCut [58] (e) SelfMask [43] (f) FreeSOLO [56]

Figure 4. Qualitative results of object localization. We overlay predicted masks generated with our method FOUND, TokenCut [58],
SelfMask [43] and FreeSOLO [56] on three images taken from VOC12 [14].

it segments just a part of one chair, while FOUND segments
all the chair rather accurately. These examples illustrate the
efficiency of our method in dealing with multiple objects.

4.6. Ablation study

We present in Tab. 5 an ablation study of our method on
the saliency dataset ECSSD [42] — more can be found in
Appendix. We measure scores on the unsupervised saliency
detection task following the protocol detailed in Sec. 4.2.

Coarse masks. We evaluate our background discovery
method (Sec. 3.1) with and without the attention head
reweighting scheme (column R in Tab. 5). We can observe
that the reweighting boosts results up to 1pt when evalu-
ated in a multi-setup mode. We also compare results with
and without the application of the post-processing bilateral
solver, noted ζ()p, and observe that the refined masks yield
better results by 3pts of IoU in the “single” setting. Such
improvements (visualized in Fig. 3 and the supplementary
materials) are significant. Overall, our background discov-
ery method (Sec. 3.1) already achieves decent results, par-
ticularly when considering the single setup. As discussed
before and observed in Fig. 3, our coarse maps cover sev-
eral objects and do not focus only on the most salient one.

The impact of learning In the same table, we present re-
sults obtained after the training of the single conv1×1 layer.
Training over coarse masks provides a significant boost of
more than 15 IoU pts in the multi setup. This shows that the
model learns the concept of foreground objects and smooth
results over the dataset. Using the bilateral solver in Eq. 6-
7, noted ζ()t, further improves results by 1.7 IoU pts and by
an additional .6 pts when also applied as post-processing.

5. Discussion
In this work, we address the problem of unsupervised

object localization, that we propose to attack sideways: we

Method R ζ()t ζ()p Acc IoU max Fβ

— Coarse masks, no training —
Sec. 3.1 – multi .876 .627 .689
Sec. 3.1 – multi ✓ .880 .637 .702
Sec. 3.1 – single .898 .671 .746
Sec. 3.1 – single ✓ .901 .679 .758
Sec. 3.1 – single ✓ .906 .709 .780
Sec. 3.1 – single ✓ ✓ .909 .717 .792

— With training —
FOUND – multi ✓ .944 .790 .886
FOUND – multi ✓ ✓ .949 .807 .955
FOUND – multi ✓ ✓ ✓ .951 .813 .935

Table 5. Ablation study. Study of the impact of the different el-
ements in the background discovery step (Sec. 3.1). Results are
provided following the unsupervised saliency detection protocol
on the ECSSD [42] dataset. R stands for the reweighting of the
attention heads. We note ζ()t and ζ()p the application of the bi-
lateral solver during training (Eq. 6-7) and as post-processing.

look first for the scene background — using self-supervised
features — instead of looking for the objects directly.
Putting this simple idea at work, we extract coarse masks
that encompass most of the background, their complements
thus highlighting objects. Using the inverse of the back-
ground masks, we train a lightweight segmenter head made
of only 770 learned parameters, which runs at 80 FPS at
inference time — including the forward pass through the
backbone — and reaches state-of-the-art results in unsuper-
vised object discovery, unsupervised saliency detection, and
unsupervised instance segmentation retrieval.
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