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Abstract

We present a method for inferring dense depth from a
camera image and a sparse noisy radar point cloud. We
first describe the mechanics behind mmWave radar point
cloud formation and the challenges that it poses, i.e. am-
biguous elevation and noisy depth and azimuth components
that yields incorrect positions when projected onto the im-
age, and how existing works have overlooked these nuances
in camera-radar fusion. Our approach is motivated by these
mechanics, leading to the design of a network that maps
each radar point to the possible surfaces that it may project
onto in the image plane. Unlike existing works, we do not
process the raw radar point cloud as an erroneous depth
map, but query each raw point independently to associate
it with likely pixels in the image – yielding a semi-dense
radar depth map. To fuse radar depth with an image, we
propose a gated fusion scheme that accounts for the confi-
dence scores of the correspondence so that we selectively
combine radar and camera embeddings to yield a dense
depth map. We test our method on the NuScenes benchmark
and show a 10.3% improvement in mean absolute error and
a 9.1% improvement in root-mean-square error over the
best method. Code: https://github.com/nesl/
radar-camera-fusion-depth.

1. Introduction
Understanding the 3-dimensional (3D) structure of the

scene surrounding us can support a variety of spatial tasks
such as navigation [33] and manipulation [9]. To perform
these tasks, an agent is generally equipped with multiple
sensors, including optical i.e., RGB camera and range i.e.,
lidar, radar. The images from a camera are “dense” in that
they provide an intensity value at each pixel. Yet, they are
also sparse in that much of the image does not allow for the
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Figure 1. Depth estimation using a mmWave radar and a camera.
(a) RGB image. (b) Semi-dense depth generated from associating
the radar point cloud to probable image pixels. (c) Predicted depth.
Boxes highlight mapping of radar points to objects in the scene.

establishing of unique correspondence due to occlusions or
the aperture problem to recover the 3D structure lost to the
image formation process. On the other hand, range sensors
are typically sparse in returns, but provide the 3D coordi-
nates for a subset of points in the scene i.e., a point cloud.
The goal then is to leverage the complementary properties
of both sensor observations – an RGB image and a radar
point cloud that is synchronized with the frame – to recover
the dense 3D scene i.e., camera-radar depth estimation.

While sensor platforms that pair lidar with camera have
been of recent interest i.e., in autonomous vehicles, they are
expensive in cost, heavy in payload, and have high energy
and bandwidth consumption [36] – limiting their applica-
tions at the edge [37]. On the other hand, mmWave [20]
radars are orders of magnitude cheaper, light weight, and
power efficient. Over the last few years, developments
in mmWave radars and antenna arrays [18] have signifi-
cantly advanced the performance of these sensors. Radars
are already ubiquitous in automotive vehicles as they en-
able services such as cruise control and collision warn-
ing [10]. Methods to perform 3D reconstruction with cam-
era and radar are also synergistic with the joint communica-
tion and sensing (JCAS) paradigm in 6G cellular communi-
cation [1, 43, 57], where cellular base-stations will not only
be the hub of communication, but also act as radars, to sense
the environment.

The challenge, however, is that a mmWave radar is a
point scatterer and only a very small subset of points (50
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to 80 per frame [6]) in the scene, often noisy due to its
large beam width, are reflected back into the radar’s re-
ceiver. Compared to the returns of a lidar, this is 1000x
more sparse. Additionally, most radars used in automotive
vehicles either do not have enough antenna elements along
the elevation axis or do not process the radar returns along
the elevation axis. Hence, the elevation obtained from them
is either too noisy or completely erroneous (see Sec. 3).

As a result, camera-radar depth estimation requires (i)
mapping noisy radar points without elevation components
to their 3D coordinates (and with calibrating their 2D im-
age coordinates i.e., radar-to-camera correspondence) and
(ii) fusing the associated sparse points with images to ob-
tain the dense depth. Existing works have projected the
radar points onto the image and “extended” the elevation
or y-coordinate in the image space as a vertical line [28] or
relied on multiple camera images to compute the optical-
flow which in-turn has been used to learn the radar-to-pixel
mapping [30]. These approaches overlook that radar returns
have noisy depth, azimuth and erroneous elevation. They
also assume access to multiple consecutive image and radar
frames, so that they may use the extra points to densify radar
returns in both the close (from past frames) and far (from
future frames) regions. In the scenario of obtaining instan-
taneous depth for a given frame, the requirement of future
frames makes it infeasible; if delays are permitted, then an
order of hundreds of milliseconds in latency is incurred.

Instead, we propose to estimate depth from a single radar
and image frame by first learning a one to many mapping of
correspondence between each radar point and the probable
surfaces in the image that it belongs to. Each radar point is
corresponded to a region within the image (based on empir-
ical error of projection due to noise) via a ROI alignment
mechanism – yielding a semi-dense radar depth map. The
information in the radar depth map is further modulated by
a gated fusion mechanism to learn the error modes in the
correspondence (due to possible noisy returns) and adap-
tively weight its contribution for image-radar fusion. The
result of which is used to augment the image information
and decoded to a dense depth map.

Our contributions are: (i) to the best of our knowledge,
the first approach to learn radar to camera correspondence
using a single radar scan and a single camera image for
mapping arbitrary number of ambiguous and noisy radar
points to the object surfaces in the image, (ii) a method to
introduce confidence scores of the mapping for fusing radar
and image modalities, and (iii) a learned gated fusion be-
tween radar and image to adaptively modulate the trade-off
between the noisy radar depth and image information. (iv)
We outperform the best method that uses multiple image
and radar frames by 10.3% in mean absolute error (MAE)
and 9.1% in root-mean-square error (RMSE) to achieve the
state of the art on the NuScenes [6] benchmark, despite only

using a single image and radar frame.

2. Related Work
Camera and lidar based depth estimation [4,5,12,16,19,
27, 32, 35, 40, 45–49, 52, 53, 55, 59] leverages an RGB im-
age as guidance to densify a sparse lidar point cloud. Most
of the works are focus on addressing the sparsity problem.
For example, [7, 31, 38, 55] designed network blocks to ef-
fectively deal with the sparse inputs. [5] estimates the lidar
sampling location and predicts the depth map more accu-
rately without requiring high sampling rates. [25] used a
cascade hourglass network, [16, 19, 55] used separate im-
age and depth networks and fused their representations,
and [17] proposed an upsampling layer and joint concate-
nation and convolution. [40] leveraged confidence maps to
fuse predictions from different modalities, [35, 53, 58] used
surface normals for guidance and [8, 34] use convolutional
spatial propagation networks. [27, 46] proposed adaptive
learning frameworks. Another line of work [45, 48, 52] fo-
cused on densifying the inputs through interpolation [48]
or spatial pyramid pooling [45, 52]. However, lidars are
expensive, have high energy consumption and are limited
in real world applications. On the other hand, single im-
age depth [2, 3, 11, 21, 22, 24, 44, 50, 51, 56] lacks scale in
the absence of strong priors; whereas, mmWave radars are
cheap to purchase and common in many sensor platform,
and grounds predictions to metric scale. Adapting these
methods to radar point clouds is nontrival since they assume
point cloud sizes of ≈30k points that are aligned to the im-
age; in contrast radar point clouds are on orders of 50 points
with noisy azimuth and ambiguous elevation.
Camera and radar based depth estimation uses sparse
mmWave radar point clouds and camera images [13,26,28–
30]. Unlike camera-lidar depth estimation, it brings new
challenges due to the sparsity and noise of the radar point
clouds. [30] learn a mapping from radar data to image pix-
els using a radar-to-pixel association and then train a net-
work to using a lidar point cloud is used predict dense depth.
To deal with the sparsity, however, [30] reproject multiple
radar sweeps into the current frame to increase the density
of points and use multiple camera images (some from the
future) to compute the optical and radar flow – something
which is not practical in real world. [26] propose a two-
stage encoder-decoder architecture to reduce the noise in
radar point cloud, and like [30], also uses future frames.
Similarly, [28] create a height-extended radar representa-
tion and then fuse it with camera images to generate dense
depth. [13] fuses sparse point clouds as a weak supervision
signal during training and uses it as an extra input to en-
hance the estimation robustness at inference time. How-
ever, these works either ignore the noise and error in radar
points or use multiple (future) images and radar scans to
obtain denser points with additional points in close and far
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(a) mmWave radar point cloud geometry (b) Elevation ambiguity in radar point clouds

Figure 2. Challenges with radar point clouds – an illustration of elevation ambiguity (y) and noise in azimuth (x) and depth (z) components.
(a-left) Shows the geometry of how the mmWave radar point clouds are obtained in an ideal setting. (a-right) Shows the geometry of how
the mmWave radar point clouds are obtained when the radar lacks information along the elevation axis. As a result, the radar assumes
that all the points reflecting back into the receiver are reflecting from the plane perpendicular to the radar. This means, that the value of y
obtained will always be 0 – which renders it useless for any task. Due to this assumption, The values of both x and z will also be noisy.
∆x = Rsinθ(1− cosϕ), ∆y = Rsinϕ, ∆z = Rcosθ(1− cosϕ). (b) Shows a real world manifestation of this noise – modified from Fig.
4(a) of [30]. Due to the ambiguity in height, The points B and C have a difference in their depth while the point A is accurate since it lies
in the plane perpendicular to the plane of the radar. Hence, a projection of radar point clouds on to the image plane using camera intrinsics
and pose will yield erroneous points in the resulting sparse depth map – one of the most common representations of range modality.

regions. Unlike them, we only require a single image and
radar scan to produce dense depth.

3. mmWave Radar Point Cloud Generation
mmWave radars, like other radars send an electromag-

netic (EM) [39] wave through their transmitter. This wave
hits the objects in the scene, reflected back and collected
at the receiver. Unlike visible light, whose wavelength is
in µm, mmWave radars suffer from the challenge of specu-
lar reflections, due to wavelengths larger than visible light.
The lack of diffused reflections (which is the case of visi-
ble light) means that only the objects that reflect back into
the receiver of the radar are captured. Hence, only a small
portion of the scene is visible to the radar. The point clouds
generated from a mmWave radar will be sparser than a cam-
era image by several orders of magnitude.

To resolve the location of these reflections, radars use
multiple receivers. However, popular mmWave radars used
in autonomous driving (such as the one used in nuScenes [6]
data collection), lack the ability to resolve height of objects
in the scenes – a direct result of either not having antenna
elements to capture elevation information or not having suf-
ficient compute to process reflections along the elevation.

As shown in Fig. 2, since the radar has no way of know-
ing where a reflection is coming from along the elevation, it
assumes that every reflection is coming from the plane per-
pendicular to the radar. This causes ambiguity in elevation
(y) while also making the azimuth (x) and depth (z) noisy.
In addition, the wider beam-width of mmWave radars also
leads to some noise along these axes. As a result, it is not
possible to directly project the radar point clouds onto the
image plane using the pose and camera intrinsics and use

them as a means of obtaining depth of the scene. Some of
the previous works [13, 26, 28, 29] do not account for this,
i.e. treating the incorrect projections as is, or perform post-
processing operations such as extending each radar point
along the y-axis of an image. Unlike them, we learn to
map radar points to probable surfaces in the scene to re-
cover denser radar point clouds. [30] tries to correct for the
noise in radar by learning a ‘depth-association’ between the
camera and the radar, however, they assume that the source
of noise is occlusion and not the ambiguity in elevation as
shown in Fig. 2.

4. Our Approach
Formulation. Our goal is to recover the 3D scene from a
single RGB image I ∈ R3×H×W and K points in a point
cloud z, where a point z ∈ R3, H and W are the height and
width of the image – here K (akin to a batch dimension)
may vary from point cloud to point cloud, which our method
handles through our RadarNet (Sec. 4.1). We assume that
the point clouds are captured by mmWave radars, which
typically have incorrect elevation (y-) along with noisy az-
imuth (x-) and depth (z-) readings. We propose to learn a
function that outputs the dense depth d̂ ∈ RH×W

+ for ev-
ery pixel in the image. Rather than directly learning a map
from I and z to d̂, we divide it into two sub-problems and
solve them sequentially – (i) find correspondences between
each point in the noisy radar point clouds and its probable
projection onto the image plane to yield a semi-dense radar
depth map and (ii) fuse information from the semi-dense
radar map and the camera images to output d̂.

Our approach is realized as two sequential deep neu-
ral networks: (i) RadarNet hθ parameterized by θ takes an
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Stage-1: RadarNet

Stage-2: FusionNet

Figure 3. System Overview - Our two-stage architecture for estimating dense depth from a mmWave radar point cloud and a camera image.

RGB image I and a radar point z as input and outputs a con-
fidence map hθ(I, z) ∈ [0, 1]H×W for the probable surfaces
that the point maps to in the image. Alternatively, for K
points in the point cloud z, hθ(I, z) outputs K confidence
maps from which we construct a semi-dense radar depth
map by selecting the z-component of the radar point corre-
sponding to the maximum response greater than a threshold
τ = 0.5 in the hypothesis hθ(I, z) for each pixel to yield
radar depth map ẑ ∈ RH×W

+ . This allows us to process
point clouds with any arbitrary number of points – for a sin-
gle point, we naturally default to selecting its z-component
for any response greater than τ . (ii) FusionNet fω param-
eterized by ω further fuses together I , ẑ and its confidence
for each correspondence ĥθ(I, z) to yield the dense depth
map d̂ = fω(I, ẑ, ĥθ(I, z)) ∈ RH×W

+ . Fig. 3 shows the
system overview of our two stage approach.

4.1. Learning Radar to Image Correspondence

We assume that we are given a dataset with training sam-
ples comprised of an RGB image I , radar point cloud z,
ground truth lidar depth map dgt ∈ RH×W

+ . RadarNet hθ
is comprised of two encoders, one standard ResNet18 back-
bone [15] with 32, 64, 128, 128, 128 filters in each of its lay-
ers, respectively, to process the image and a multi-layer per-
ception (MLP) of 5 fully connected layers with 32, 64, 128,
128, 128 neurons, respectively, to encode the radar points.
The latent of the point cloud is mean-pooled and reshaped
to the size of the image latent, then together with skip con-
nections from intermediate layers in the encoder, decoded
into response maps or logits. We apply sigmoid activations
to the logits to obtain the confidence scores hθ(I, z).

To illustrate the challenge of radar to image correspon-
dence, we note that there exists inherent ambiguities in de-
termining radar to image correspondence since the point
cloud lacks a viable elevation component. Also due to the
noise in radar points, both depth and azimuth can vary be-
tween 10cm in the regions near the sensor and up to 40cm

in the far regions [54]. Thus, unlike previous works [28]
that “extend” the radar point along the elevation (which
would yield incorrect correspondences) by copying its z-
component along the vertical (y-) direction to create “radar
lines”, we propose to associate the radar points to the many
probable surfaces in the image within a search range of
H × w image crop centered on the position of the point.
ROIAlign for efficient inference. A naive approach to
mapping a radar point to probable regions in the image is
to simply score the entire image. However, this would re-
quire an H × W search space for each point where most
of it will yield low confidence scores – likely regions will
be localized to a H × w crop. Instead, one may observe
that the K points in z maps to the same scene and thus we
only need to perform a single forward pass on the image
and K forward passes for z. To accelerate the process of
finding these correspondences between the radar points and
the camera image, we propose to extract regions of interest
(ROIs) in the feature maps corresponding to each H × w
crop using a ROI alignment mechanism [14]. Each ROI is
the region within which the true position of the radar point
lies – anywhere along the vertical axis H and within some
region along the horizontal axis w as shown in Sec. 3.

Hence, to process an image and its associated point
cloud, we extract ROIs from the image features for each
point and stack them along the batch dimension. Hence, for
K points, we will also haveK corresponding ROIs for each
encoder scale, which will be passed to the decoder to yield
K confidence maps. We predefine a K × H ×W volume
of zeros and transfer the output K number of H × w con-
fidence scores to their respective ROI locations in the full
H ×W image lattice to yield hθ(I, z).

We formulate the radar to image correspondence prob-
lem as a binary classification of each pixel for a given radar
point z, where high responses in hθ(I, z) indicate probable
surfaces for a given point. As a final step in the forward pass
to yield the corresponded radar depth map ẑ, for each pixel
x ∈ Ω ⊂ R2 i.e., the image spatial domain, we choose the
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maximum response over the K confidence maps hθ(I, z):

ẑ(x) =

{
z[k̂], if hθ(I, z)(x)[k̂] > τ

0, otherwise,
(1)

where k̂ = argmax
k

hθ(I, z)(x)[k] and τ = 0.5 a threshold.

Training RadarNet. we simplify the forward pass to just
predicting the H × w confidence score maps i.e. with-
out the need to choose the maximum response. For su-
pervision, ROIs corresponding to the radar points are ex-
tracted from accumulated (by reprojecting from neighbor-
ing frames) depth maps dacc. To construct the labels for bi-
nary classification, any pixel location in dacc that is within
40cm of the depth (z-) component of the radar point is set
to belong to the positive class i.e., a correspondence, other-
wise the negative class. In practice, ground truth (lidar) dgt
can be sparse or semi-dense depending on the specification
of the lidar so there is a lack of supervision signal in regions
where there are no lidar returns; hence, we opt to use dacc.

To address this, we assume that world surfaces are lo-
cally connected and piece-wise smooth and build a scaf-
folding [48] over the scene dacc to approximate its dense
structure. We then construct labels ygt ∈ {0, 1}H×w from
the scaffolding and minimize a binary cross entropy loss:

(2)
ℓBCE =

1

|Ω|
∑
x∈Ω

−(ygt(x) log y(x)

+ (1− ygt(x)) log(1− y(x))),

where Ω ⊂ R2 denotes the spatial image domain, x ∈ Ω a
pixel coordinate, and y = hθ(I, z) the hypothesis of radar
to camera image correspondence. By training RadarNet to
map radar points to regions in the image space, we are able
to query RadarNet with arbitrary number of points to sup-
port the varied number of radar returns at each time frame
to yield a semi-dense depth map that are several orders of
magnitude denser than the radar point cloud.

4.2. Radar and Camera Image Fusion

Given the associated radar depth map ẑ and its confi-
dence map ĥ(x) = max

k
hθ(I, z)(x)[k], we propose to learn

FusionNet fω to fuse ẑ ∈ RH×W
+ and ĥ ∈ [0, 1]H×W with

the RGB image I . FusionNet is comprised of two encoders
with ResNet18 backbones, one with 32, 64, 128, 256, 256,
256 filters to encode the image ϕ(I) ∈ RM and the other
with 16, 32, 64, 128, 128, 128 filters to encode the depth
map concatenated with the confidence map ψ([ẑ, ĥ]) ∈ RN .
The two branches are processed separately and later fused
together via an adaptive weighting layer that learns the con-
tribution of the depth encodings. This is because the radar
points are inherently noisy and the depth map putative cor-
respondences, and thus we use a learned gating mechanism

to limit incorrect information flow from the depth branch.
The re-weighted depth encodings are added to the image
encodings and passed as skip connections to the decoder to
yield the dense depth map d̂ ∈ RH×W

+ .
Gated Fusion. While ẑ is denser than the measured radar
returns, it is admittedly still on orders of magnitude sparser
than an image; hence, there will be many “empty” regions
in an encoding of ẑ and thus typical naive concatenation of
the image and depth encodings [12, 16, 19, 19, 32, 35, 40,
45, 48, 52, 53, 55] would result in convolving over many
zero activations. To address this, we propose to augment
the image features ϕ(I) with depth encodings by learning
a set of weights α = σ(p⊤ψ([ẑ, ĥ])) ∈ [0, 1]M and pro-
jecting ψ([ẑ, ĥ]) to match the dimensionality of ϕ(I) via
ψ′(z) = q⊤ψ([ẑ, ĥ]) ∈ RN , where p and q are trainable
linear transformations and σ(·) the sigmoid function. The
fusion step is given by α · ψ′(z) + ϕ(I) to produce the skip
connection at each encoder scale and also the latent, which
are fed to the decoder to yield d̂ = fω(I, ẑ, ĥθ(I, z)) (see
Fig. 3). Our gated fusion mechanism modulates the amount
of depth information being passed to the decoder based on
the training data and in effect learns the error modes of the
radar depth map ẑ and its confidence scores ĥ.
Training FusionNet. We assume access to the ground truth
lidar depth dgt and accumlated (by reprojection) depth dacc.
We minimize the difference between the predictions d, and
dgt and dacc with an L1 penalty:

ℓL1
=

1

|Ωgt|
∑

x∈Ωgt

|dgt(x)− d̂(x)|+ (3)

λ

|Ωacc|
∑

x∈Ωacc

|dacc(x)− d̂(x)|, (4)

where Ωgt,Ωacc ⊂ Ω denotes the domains where ground
truth (lidar) depth dgt and accumulated depth dacc have
valid values, respectively; λ is chosen to be 1.

5. Implementation Details
Dataset. We use the nuScenes [6] outdoor driving dataset
for our evaluation. The dataset contains 1000 scenes of 20s
duration each. A car is fitted with sensors such as a li-
dar, mmWave radar, camera and IMU and is driven around
Boston and Singapore to collect these scenes. Since each
sensing modality captures the scene at a different frequency,
[6] provides frames where the time-stamps of data from all
sensors is very close to each other, called keyframes, which
are annotated with object bounding boxes. The dataset con-
tains around 40,000 keyframes (≈40 samples per scene).
We use the nuScenes train-test split – 700 scenes for train-
ing, 150 for validation and 150 for testing.
Data Preprocessing. Following [13, 26, 28–30], we accu-
mulate future and past lidar frames by projecting the lidar
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point cloud at each time step to the frame of reference of the
given frame – we use 161 frames in total (80 frames each
from the future and past, and the given frame) to yield dacc.
Note: dynamic objects given by the bounding boxes are re-
moved from the point clouds from each time step before
projecting the points to the given frame. We perform scaf-
folding [48] on dacc to obtain an interpolated depth map,
and use it to create labels ygt. We used dacc and dgt and
interpolated depth map to supervise FusionNet. For Radar-
Net, we use ygt for supervision. Note: We only use the
accumulated lidar points for training; for evaluation, we use
the lidar depth maps dgt provided by [6].
RadarNet (Stage-1). We use ROIs of size H = 900 and
w = 288 for the input image size of 900 × 1600. For
constructing ygt, any point in dacc within 0.4m of the z-
component of a given radar point is marked as a positive
example. We set the weight of positive class to 2 and train
using a batch size of 6. We used Adam [23] with β1 = 0.9
and β2 = 0.999 to optimize RadarNet with a learning rate
of 2e−4 for 75 epochs. We use horizontal flip, saturation,
brightness and contrast for data augmentations where each
has a 50% probability of occurring. The values of bright-
ness, contrast and saturation adjustment are random uni-
formly sampled from 0.8 to 1.2. Training takes ≈ 36 hours
for 75 epochs on a NVIDIA RTX A5000 GPU.
FusionNet (Stage-2). We used Adam [23] with β1 = 0.9
and β2 = 0.999 to optimize our network with a learning
schedule 1e−3 for 400 epochs, then reduced to 5e−4 for an-
other 50 epochs, and finally reduced 1e−4 for 50 epochs
(for further fine-tuning). The augmentations used during
the training include horizontal flip, and brightness, satura-
tion, and contrast adjustments, each with 50% probability
of occurring. Like RadarNet, the values of brightness, con-
trast and saturation are random uniformly sampled from 0.8
to 1.2. We use a batch size of 16 with random crops of
448 × 448. Training takes ≈ 36 hours for 200 epochs on a
NVIDIA RTX A5000.

6. Experiments and Results
Baselines. We compared our method against different
methods [13,26,28,30,32,41] in Table 2 using error metrics
in Table 1. We downloaded the pre-trained models from the
official repositories for [25, 28, 30] and tested them on the
official nuScenes [6] test set. Results from [13, 26, 32, 41]
were taken from their paper because code was unavailable
or did not reproduce their numbers. We note that several
baselines utilize either multiple images or multiple radar
point clouds or both to estimate depth. For instance, RC-
PDA [30] uses three camera images and five radar scans
to compute “Flow” where the additional frames and scans
include those from future timestamps. In real-world, one
cannot expect to have access to information from the fu-
ture, so this is not feasible. Additionally, they project future

Metric units Definition

MAE mm 1
|Ω|

∑
x∈Ω|d̂(x)− dgt(x)|

RMSE mm ( 1
|Ω|

∑
x∈Ω|d̂(x)− dgt(x)|2)1/2

Table 1. Error metrics for evaluating the depth estimation bench-
marks, where dgt is the ground truth lidar depth map.

(for increasing density in far regions) and past (for increas-
ing density in close regions) radar scans onto the current
frame to densify the radar returns. RC-PDA with HG is a
variant of [30] that uses an hourglass (HG) [25] network.
DORN [28] combines 5 radar scans from 3 different radars.

We also provide an ablation study in Table 2 to gauge
the gain from RadarNet. Instead of using the semi-dense
dense map concatenated with the confidence map, we sim-
ply train our FusionNet to directly estimate dense depth us-
ing raw radar points and a camera image. The results of this
model as shown in Table 2 as Ours (No RadarNet). This
also demonstrates the drawback of projecting the raw radar
points onto the image plane and treating the sparse depth
map (about 50 to 70 points per frame) as input – as custom-
ary in existing works [13, 26, 28, 32, 41].
Depth Considerations. According to the nuScenes [6] doc-
umentation, the range of the lidar sensor used is between 80
- 100 meters. However, the usable range is only up to 70
to 80 meters [42]. Hence, we test all models with working
code between 0-50, 0-70 and 0-80 meters.
Quantitative Results. We compare our methods with the
existing methods at 50, 70, and 80 meters depth range in
Table 2. Compared to baseline RC-PDA [30], our method
improves MAE by 22.3%, 37.6% and 41.3% and RMSE by
9.8%, 31.4% and 36.3% when the depth is being evaluated
up to 50, 70 and 80 meters respectively. Compared to RC-
PDA with HG [30], our method improves MAE by 25.3%,
40.5%, 43.8% and RMSE by 13.3%, 34.4%, 38.8%. Our
method outperformed DORN [28] by 10.3%, 13%, 11.7%
when compared based on MAE and evaluated up to 50, 70
and 80 meters respectively. Similarly, our method improves
RMSE by 9.1%, 12.6%, and 11.8% for those ranges. Over-
all, our method outperformed the best baseline evaluated
by 10.3% MAE and 9.1% RMSE. We attribute our success
largely to RadarNet being able to correctly correspond radar
points to the objects in the scene, which has limited exist-
ing methods [13, 26, 28, 30, 32, 41] that either directly used
the erroneous points or perform adhoc post-processing i.e.
vertical extension [28] on them.
Efficacy of RadarNet Ours (No RadarNet) method per-
forms better than several baselines in Table 2. The input
to this method is a sparse depth map generated by project-
ing the raw radar points onto the image plane. Although
this depth map contains a somewhat accurate distribution of
depths in the scene, the locations are completely erroneous
(Sec. 3). The difference in performance of our method with
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Max Eval Distance Method # Radar frames # Images MAE ↓ RMSE ↓

50m

RC-PDA [30] 5 3 2225.0 4156.5
RC-PDA with HG [30] 5 3 2315.7 4321.6
DORN [28] 5(x3) 1 1926.6 4124.8
Ours (no RadarNet) 1 1 1942.5 3986.1
Ours 1 1 1727.7 3746.8

70m

RC-PDA [30] 5 3 3326.1 6700.6
RC-PDA with HG [30] 5 3 3485.6 7002.9
DORN [28] 5(x3) 1 2380.6 5252.7
Ours (no RadarNet) 1 1 2318.2 4825.0
Ours 1 1 2073.2 4590.7

80m

RC-PDA [30] 5 3 3713.6 7692.8
RC-PDA with HG [30] 5 3 3884.3 8008.6
DORN [28] 5(x3) 1 2467.7 5554.3
Lin [26] 3 1 2371.0 5623.0
R4Dyn [13] 4 1 N/A 6434.0
Sparse-to-dense [32] 3 1 2374.0 5628.0
PnP [41] 3 1 2496.0 5578.0
Ours (no RadarNet) 1 1 2441.0 5141.4
Ours 1 1 2179.3 4898.7

Table 2. We compare our method to the pre-trained baselines that use multiple camera images and radar scans for radar-camera depth
estimation. The authors in [13] do not provide MAE numbers. In DORN [28], the authors use 5 radar scans from 3 different radars.

70m

0m

Image Ground Truth Ours RC-PDA RC-PDA with HG DORN

Figure 4. Qualitative results on nuScenes test set (best viewed in color at 5x). Column 1 shows the input image; column 2 shows the ground
truth; columns 3 to 6 show the outputs of our method followed by those of the baselines. Bounding boxes highlight errors for comparison.

and without RadarNet demonstrates the advantage of our
RadarNet model which not only helps in correcting the er-
rors in the radar point cloud but also densifies the radar
output into a semi-dense depth map. This study addition-
ally confirms the detriment of input noisy radar points as
a sparse depth map [28]. A qualitative comparison of our
method with and without RadarNet is shown in Fig. 5.
Qualitative Results. In Fig. 4, we plot the dense-depth out-
put of our method and the baselines on the nuScenes test
dataset. We choose two representative scenes, one of a busy
intersection (first row) and one of a pedestrian crossing a
road while the traffic is moving during overcast weather
(second row). We plot the ground truth next to the image
on the right. The columns following the ground truth con-
tain the output for our method as well as the baselines. We
note that there is no supervision available in the top part of
the scene (the top part generally contains the sky), so all the
models hallucinate depth values for those pixels. For the
scene shown in the first row, all models think the sky to be a
continuation of the buildings along the road. For the scene

shown in the second row, since the weather is overcast, all
models think the sky to be a part of one of the nearby sur-
faces (due to the dark color). We use a black box to mark
the qualitative advantages of our model when compared to
the baselines (whose mistakes are marked with red boxes).

In the first row, our method is the only one which is
able to pick up the bus in front (green box, number 3) that
is trying to switch lanes. RC-PDA with HG outputs the
wrong shape for the black car on the left side (number 1)
of the scene. For the building on the left side of the scene,
our method shows a smooth increase in depth whereas the
other methods have abrupt changes. Box number 2 contains
a white car in front of a bus. Only our method picks up this
change in depth for the two vehicles while some baselines
fail to capture it. Such is also the case for the traffic light
post (4) that is captured by our method but not by others.

In the second row, the scene depicts a pedestrian who is
trying to cross the street in the middle while a car is in the
right lane and a truck (number 1) is in the turning lane. The
weather is overcast and the clouds above are dark. There is
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Scene Without RadarNet With RadarNet

Figure 5. Qualitative comparison between our method with and
without RadarNet. RadarNet’s quasi-dense output enables Fusion-
Net to learn shapes of objects effectively as shown in the bounding
boxes above while also improving it’s quantitative performance.

a tree branch (number 2) followed by a set of trees on the
right top corner which is missed by both the RC-PDA base-
lines. The DORN baseline is able to pick the tree branch but
missed all the trees behind it. It also misses a big portion of
the car stopped in front. Both the RC-PDA methods map
two or three different depth values to the back of the truck.
Since the background immediately to the left of the truck is
dark, both method exhibit over-smoothing on the truck due
to similarity in intensity to the background.

In Fig. 5 we show the qualitative comparison between
our method with and without RadarNet. While the model
without RadarNet outperforms the baselines on quantitative
metrics, it is unable to effectively learn shapes of the objects
in the scene such as cars. This can be attributed to the fact
that since metallic surfaces are better reflectors of radars,
RadarNet is able to learn the shapes of these surfaces. These
learned shapes act as a priors and enables FusionNet to learn
scene geometry effectively.

7. Discussion

As radar sensors become more ubiquitous in our sur-
roundings, it is essential to develop methods to integrate
them with the existing inference pipelines such as the depth
estimation frameworks. However, unlike other sensors, the
long range, large field of view and high ambiguity of radar
point clouds make it challenging for them to be used in the
same manner as other sources of point clouds such as lidars.

In this paper, we focus on a single camera image and a
single radar point cloud because with the advent of JCAS
with 6G, radars are going to be a part of our infrastruc-
ture. Our cellular base-stations will sense their surround-
ings while also acting as the hub of communication. In such
cases, since the sensor itself is not moving, there will be lit-
tle to no benefit of combining consecutive frames (such is
the case with RC-PDA that use multiple camera images) as
to the sensor, the environment is stationary (ignoring small
movements such as human beings, cars, etc.). Hence, it is
imperative that we work towards creating methods that can
estimate dense depth from a single vantage point.

The gated fusion mechanism of our FusionNet presents

us with some advantages. Firstly, in case of very noisy radar
points, the model can learn to rely more on the image branch
by assigning a smaller weight to the depth branch. Sec-
ondly, in case the radar points are completely erroneous, the
model can learn to solely rely on the image input. Thirdly,
this mechanism ensures that in situations where the corre-
spondence model is not very good, the performance of the
depth completion stage does not significantly suffer since it
can correct for error-prone values.

However, such a mechanism does have drawbacks. If the
camera-radar setup is mis-calibrated or mis-aligned, the net-
work may assume the radar values to be ‘bad’ and only rely
on camera branch to predict depth. Additionally, it is well-
known that softmax activations of a deep neural network are
neither calibrated nor a substitute for uncertainty. Hence,
there can be erroneous over-confident correspondences in
the our RadarNet predictions. The goal of our gated fusion
layer is to counteract such a case.

8. Conclusion
Unlike depth completion with images and lidar points,

radar-camera depth completion introduces a series of chal-
lenges largely due to the assumptions made while obtaining
radar point clouds. These assumptions introduce ambigu-
ity when projecting the point clouds onto the image plane.
In this paper, we addressed this challenge by proposing a
two-step approach for obtaining dense depth via the fusion
of radar point cloud and an image. The method is moti-
vated by our understanding of radar point cloud generation
mechanics and designed to correspond noisy and ambigu-
ous radar points to image regions in a data-driven fashion.
While we do not bar the case where correspondences are
off i.e. over-prediction, our experiments show that the pro-
posed method achieves better results compared with other
methods, i.e. 10.3% in mean absolute error (MAE) and by
9.1% in root-mean-square error (RMSE) improvement, of
obtaining dense depth via radar-camera fusion.
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