Implicit neural representations (INR) have gained significant popularity for signal and image representation for many end-tasks, such as superresolution, 3D modeling, and more. Most INR architectures rely on sinusoidal positional encoding, which accounts for high-frequency information in data. However, the finite encoding size restricts the model’s representational power. Higher representational power is needed to go from representing a single given image to representing large and diverse datasets. Our approach addresses this gap by representing an image with a polynomial function and eliminates the need for positional encodings. Therefore, to achieve a progressively higher degree of polynomial representation, we use element-wise multiplications between features and affine-transformed coordinate locations after every ReLU layer. The proposed method is evaluated qualitatively and quantitatively on large datasets like ImageNet. The proposed Poly-INR model performs comparably to state-of-the-art generative models without any convolution, normalization, or self-attention layers, and with far fewer trainable parameters. With much fewer training parameters and higher representational power, our approach paves the way for broader adoption of INR models for generative modeling tasks in complex domains. The code is available at https://github.com/Rajhans0/Poly_INR

1. Introduction

Deep learning-based generative models are a very active area of research with numerous advancements in recent years [8, 13, 24]. Most widely, generative models are based on convolutional architectures. However, recent developments such as implicit neural representations (INR) [29, 43] represent an image as a continuous function of its coordinate locations, where each pixel is synthesized independently. Such a function is approximated by using a deep neural network. INR provides flexibility for easy image transformations and high-resolution up-sampling through the use of a coordinate grid. Thus, INRs have become very effective for 3D scene reconstruction and rendering from very few training images [3, 27–29, 56]. However, they are usually trained to represent a single given scene, signal, or image. Recently, INRs have been implemented as a generative model to generate entire image datasets [1, 46]. They perform comparably to CNN-based generative models on perfectly curated datasets.
like human faces [22]; however, they have yet to be scaled to large, diverse datasets like ImageNet [7].

INR generally consists of a positional encoding module and a multi-layer perceptron model (MLP). The positional encoding in INR is based on sinusoidal functions, often referred to as Fourier features. Several methods [29, 43, 49] have shown that using MLP without sinusoidal positional encoding generates blurry outputs, i.e., only preserves low-frequency information. Although, one can remove the positional encoding by replacing the ReLU activation with a periodic or non-periodic activation function in the MLP [6, 37, 43]. However, in INR-based GAN [1], using a periodic activation function in MLP leads to subpar performance compared to positional encoding with ReLU-based MLP.

Sitzmann et al. [43] demonstrate that ReLU-based MLP fails to capture the information contained in higher derivatives. This failure to incorporate higher derivative information is due to ReLU’s piece-wise linear nature, and second or higher derivatives of ReLU are typically zero. This can be further interpreted in terms of the Taylor series expansion of a given function. The higher derivative information of a function is included in the coefficients of a higher-order polynomial derived from the Taylor series. Hence, the inability to generate high-frequency information is due to the ineffectiveness of the ReLU-based MLP model in approximating higher-order polynomials.

Sinusoidal positional encoding with MLP has been widely used, but the capacity of such INR can be limited for two reasons. First, the size of the embedding space is limited; hence only a finite and fixed combination of periodic functions can be used, limiting its application to smaller datasets. Second, such an INR design needs to be mathematically coherent. These INR models can be interpreted as a non-linear combination of periodic functions where periodic functions define the initial part of the network, and the later part is often a ReLU-based non-linear function. Contrary to this, classical transforms (Fourier, sine, or cosine) represent an image by a linear summation of periodic functions. However, using just a linear combination of the positional embedding in a neural network is also limiting, making it difficult to represent large and diverse datasets. Therefore, instead of using periodic functions, this work models an image as a polynomial function of its coordinate location.

The main advantage of polynomial representation is the easy parameterization of polynomial coefficients with MLP to represent large datasets like ImageNet. However, conventionally MLP can only approximate lower-order polynomials. One can use a polynomial positional embedding of the form $x^p y^q$ in the first layer to enable the MLP to approximate higher order. However, such a design is limiting, as a fixed embedding size incorporates only fixed polynomial degrees. In addition, we do not know the importance of each polynomial degree beforehand for a given image.

Hence, we do not use any positional encoding, but we progressively increase the degree of the polynomial with the depth of MLP. We achieve this by element-wise multiplication between the feature and affine transformed coordinate location, obtained after every ReLU layer. The affine parameters are parameterized by the latent code sampled from a known distribution. This way, our network learns the required polynomial order and represents complex datasets with considerably fewer trainable parameters. In particular, the key highlights are summarized as follows:

- We propose a Poly-INR model based on polynomial functions and design a MLP model to approximate higher-order polynomials.
- Poly-INR as a generative model performs comparably to the state-of-the-art CNN-based GAN model (StyleGAN-XL [42]) on the ImageNet dataset with $3 \times 4 \times$ fewer trainable parameters (depending on output resolution).
- Poly-INR outperforms the previously proposed INR models on the FFHQ dataset [22], using a significantly smaller model.
- We present various qualitative results demonstrating the benefit of our model for interpolation, inversion, style-mixing, high-resolution sampling, and extrapolation.

2. Related work

**Implicit neural representations:** INRs have been widely adopted for 3D scene representation and synthesis [28, 29, 45]. Following the success of NeRF [29], there has been a large volume of work on 3D scene representation from 2D images [3, 20, 27, 35, 44, 54, 56]. They have also been used for semantic segmentation [11], video [12, 33, 53], audio [12], and time-series modeling [10]. INRs have also been used as a prior for inverse problems [38, 43]. However, most INR approaches either use a sinusoidal positional encoding [29, 49] or a sinusoidal activation function [43], which limits the model capacity for large dataset representation. In our work, we represent our Poly-INR model as a polynomial function without using any positional encoding.

**GANS:** have been widely used for image generation and synthesis tasks [13]. In recent work, several improvements have been proposed [2, 14, 22, 30, 36] over the original architecture. For example, the popularly used StyleGAN [22] model uses a mapping network to generate style codes which are then used to modulate the weights of the Conv layers. StyleGAN improves image fidelity, as well as enhances inversion [52] and image editing capabilities [15]. StyleGAN has been scaled to large datasets like ImageNet [42], using a discriminator which uses projected features from a pre-trained classifier [41]. More recently, transformer-based models have also been used as generators [26, 57]; however, the self-attention mechanism is computationally costly for achieving higher resolution. Unlike these methods, our generator is
Figure 2. Overview of our proposed Polynomial Implicit Neural Representation (Poly-INR) based generator architecture. Our model consists of two networks: 1) Mapping network, which generates the affine parameters from the latent code $z$, and 2) Synthesis network, which synthesizes the RGB value for the given pixel location. Our Poly-INR model is defined using only linear and ReLU layers end-to-end.

free of convolution, normalization, and self-attention mechanisms and only uses ReLU and linear layers to achieve competitive results, but with far fewer parameters.

GANs + coordinates: INRs have also been implemented within generative models. For example, CIPS [1] uses Fourier features and learnable vectors for each spatial location as positional encoding and uses StyleGAN-like weight modulation for layers in the MLP. Similarly, INR-GAN [46] proposes a multi-scale generator model where a hyper-network determines the parameters of the MLP. INR-GAN has been further extended to generate an ‘infinite’-size continuous image using anchors [47]. However, these INR-based models have only shown promising results on smaller datasets. Our work scales easily to large datasets like ImageNet owing to the significantly fewer parameters.

Other approaches have combined CNN with coordinate-based features. For example, the Local Implicit Image Function (LIIF) [5] and Spherical Local Implicit Image Function (SLIIF) [55] use a CNN-based backbone to generate feature vectors corresponding to each coordinate location. Arbitrary-scale image synthesis [32] uses a multi-scale convolution-based generator model with scale-aware position embedding to generate scale-consistent images. StyleGAN model, further extended by [21] (StyleGAN-3) to use coordinate location-based Fourier features. In addition, StyleGAN-3 uses filter kernels equivariant to the coordinate grid’s translation and rotation. However, the rotation equivariant version of the StyleGAN-3 model fails to scale to ImageNet dataset, as reported in [42]. Instead of using convolution layers, the Poly-INR only uses linear and ReLU layers.

Relation to classical geometric moment: Polynomial functions have been explored earlier in the form of geometric moments for image reconstruction [9,18,19,50]. Unlike the Fourier transform, which uses the sinusoidal functions as the basis, the geometric moment method projects the 2D image on a polynomial basis of the form $x^p y^q$ to compute the moment of order $p + q$. The moment matching method [50] is generally used for image reconstruction from given finite moments. In moment matching, the image is assumed to be a polynomial function, and the coefficients of the polynomial are defined to match the given finite moments. Similar to geometric moments, we also represent images on a polynomial basis; however, our polynomial coefficients are learned end-to-end and defined by a deep neural network.

3. Method

We are interested in a class of functions that represent an image in the form:

$$G(x, y) = g_{00} + g_{10}x + g_{01}y + \ldots + g_{pq}x^p y^q,$$

where, $(x, y)$ is the normalized pixel location sampled from a coordinate grid of size $(H \times W)$, while the coefficients of the polynomial $(g_{pq})$ are parameterized by a latent vector $z$ sampled from a known distribution and are independent of the pixel location. Therefore, to form an image, we evaluate the generator $G$ for all pixel locations $(x, y)$ for a given fixed $z$:

$$I = \{G(x, y; z) | (x, y) \in \text{CoordinateGrid}(H, W)\},$$

where, $	ext{CoordinateGrid}(H, W) = \{(\frac{x}{W-1}, \frac{y}{H-1}) | 0 \leq x < W, 0 \leq y < H\}$. By sampling different latent vectors $z$, we generate different polynomials and represent images over a distribution of real images.

Our goal is to learn the polynomial defined by Eq. 1 using only Linear and ReLU layers. However, the conventional definition of MLP usually takes the coordinate location as input, processed by a few Linear and ReLU layers. This definition of INR can only approximate low-order polynomials and hence only generates low-frequency information. Although, one can use a positional embedding consisting
of polynomials of the form \(xp^y\) to approximate a higher-order polynomial. However, this definition of INR is limiting since a fixed-size embedding space can contain only a small combination of polynomial orders. Furthermore, we do not know which polynomial order is essential to generate the image beforehand. Hence, we progressively increase the polynomial order in the network and let it learn the required orders. We implement this by using element-wise multiplication with the affine-transformed coordinate location at different levels, shown in Fig 2. Our model consists of two parts: 1) Mapping network, which takes the latent code \(z\) and maps it to affine parameters space \(W\), and 2) Synthesis network, which takes the pixel location and generates the corresponding RGB value.

**Mapping Network:** The mapping network takes the latent code \(z \in \mathbb{R}^{64}\) and maps it to the space \(W \in \mathbb{R}^{312}\). Our model adopts the mapping network used in [42]. It consists of a pre-trained class embedding, which embeds the one hot class label into a 512 dimensional vector and concatenates it with the latent code \(z\). Then the mapping network consists of an MLP with two layers, which maps it to the space \(W\). We use this \(W\) to generate affine parameters by using additional linear layers; hence we call \(W\) as affine parameters space.

**Synthesis network:** The synthesis network generates the RGB \((\mathbb{R}^3)\) value for the given pixel location \((x, y)\). As shown in Fig. 2, the synthesis network consists of multiple levels; at each level, it receives the affine transformation parameters from the mapping network and the pixel coordinate location. At level-0, we affine transform the coordinate grid and feed it to a Linear layer followed by a Leaky-ReLU layer with negative slope \(= 0.2\). At later levels, we do element-wise multiplication between the feature from the previous level and the affine-transformed coordinate grid, and then feed it to Linear and Leaky-ReLU layers. With the element-wise multiplication at each level, the network has the flexibility to increase the order for \(x\) or \(y\) coordinate position, or not to increase the order by keeping the affine transformation coefficient \(a_j = b_j = 0\). In our model, we use 10 levels, which is sufficient to generate large datasets like ImageNet. Mathematically, the synthesis network can be expressed as follows:

\[
G_{syn} = \ldots \sigma(W_2((A_2X) \odot \sigma(W_1((A_1X) \odot \sigma(W_0(A_0X))))))
\]

where \(X \in \mathbb{R}^{3 \times HW}\) is the coordinate grid of size \(H \times W\) with an additional dimension for the bias, \(A_j \in \mathbb{R}^{n \times 3}\) is the affine transformation matrix from the mapping network for level-\(i\), \(W_i \in \mathbb{R}^{n \times n}\) is the weight of the linear layer at level-\(i\), \(\sigma\) is the Leaky-ReLU layer and \(\odot\) is element-wise multiplication. Here \(n\) is the dimension of the feature channel in the synthesis network, which is the same for all levels. For large datasets like ImageNet, we choose the channel dimension \(n = 1024\), and for smaller datasets like FFHQ, we choose \(n = 512\). Note that with this definition, our model only uses Linear and ReLU layers end-to-end and synthesizes each pixel independently.

**Relation to StyleGAN:** StyleGANs [21–23] can be seen as a special case of our formulation. By keeping the coefficients \((a_j, b_j)\) in the affine transformation matrix of \(x\) and \(y\) coordinate location equal to zero, the bias term \(c_j\) would act as a style code. However, our affine transformation adds location bias to the style code, rather than just using the same style code for all locations in StyleGAN models. This location bias makes the model very flexible in applying a style code only to a specific image region, making it more expressive. In addition, our model differs from the StyleGANs in many aspects. First, our method does not use weight modulation/demodulation or normalizing [23] tricks. Second, our model does not employ low-pass filters or convolutional layers. Finally, we do not inject any spatial noise into our synthesis network. We can also use these tricks to improve the model’s performance further. However, our model’s definition is straightforward compared to other GAN models.

### 4. Experiments

The effectiveness of our model is evaluated on two datasets: 1) ImageNet [7] and 2) FFHQ [22]. The ImageNet dataset consists of 1.2M images over 1K classes, whereas the FFHQ dataset contains \(\sim 70K\) images of curated human faces. All our models have 64 dimensional latent space sampled from a normal distribution with mean 0 and standard deviation 1. The affine parameters space \(W\) of the mapping network is 512 dimensions, and the synthesis network consists of 10 levels with feature dimension \(n = 1024\) for the ImageNet and \(n = 512\) for FFHQ. We follow the training scheme of the StyleGAN-XL method [42] and use a projected discriminator based on the pre-trained classifiers (DeiT [51] and EfficientNet [48]) with an additional classifier guidance loss [8].

We train our model progressively with increasing resolution, i.e., we start by training at low resolution and continue training with higher resolutions as training progresses. Since the computational cost is less at low resolution, the model is trained for a large number of iterations, followed by training for high resolution. Since the model is already trained at low resolution, fewer iterations are needed for convergence at high resolution. However, unlike StyleGAN-XL, which freezes the previously trained layers and introduces new layers for higher resolution, Poly-INR uses a fixed number of layers and trains all the parameters at every resolution.

### 4.1. Quantitative results

We compare our model against CNN-based GANs (BigGAN [4] and StyleGAN-XL [42]) and diffusion models (CDM [17], ADM, ADM-G [8], and DiT-XL [34]) on the ImageNet dataset. We also report results on the FFHQ dataset.
Table 1. Quantitative comparison of Poly-INR method with CNN-based generative models on ImageNet datasets. (d) compares the number of parameters used in all models at various resolutions. The results for existing methods are quoted from the StyleGAN-XL paper.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID ↓</th>
<th>sFID ↓</th>
<th>rFID ↓</th>
<th>IS ↑</th>
<th>Pr ↑</th>
<th>Rec ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) ImageNet 128 × 128</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BigGAN</td>
<td>6.02</td>
<td>7.18</td>
<td>6.09</td>
<td>145.83</td>
<td>0.86</td>
<td>0.35</td>
</tr>
<tr>
<td>CDM</td>
<td>3.52</td>
<td>-</td>
<td>-</td>
<td>128.80</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ADM</td>
<td>5.91</td>
<td>5.09</td>
<td>13.29</td>
<td>93.31</td>
<td>0.70</td>
<td>0.65</td>
</tr>
<tr>
<td>ADM-G</td>
<td>2.97</td>
<td>5.09</td>
<td>3.80</td>
<td>141.37</td>
<td>0.78</td>
<td>0.59</td>
</tr>
<tr>
<td>StyleGAN-XL</td>
<td>1.81</td>
<td>3.82</td>
<td>1.82</td>
<td>200.55</td>
<td>0.77</td>
<td>0.55</td>
</tr>
<tr>
<td>Poly-INR</td>
<td>2.08</td>
<td>3.93</td>
<td>2.76</td>
<td>179.64</td>
<td>0.70</td>
<td>0.45</td>
</tr>
<tr>
<td>(b) ImageNet 256 × 256</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BigGAN</td>
<td>6.95</td>
<td>7.36</td>
<td>75.24</td>
<td>202.65</td>
<td>0.87</td>
<td>0.28</td>
</tr>
<tr>
<td>ADM</td>
<td>10.94</td>
<td>6.02</td>
<td>125.78</td>
<td>100.98</td>
<td>0.69</td>
<td>0.63</td>
</tr>
<tr>
<td>ADM-G</td>
<td>3.94</td>
<td>6.14</td>
<td>11.86</td>
<td>215.84</td>
<td>0.83</td>
<td>0.53</td>
</tr>
<tr>
<td>DiT-XL/2-G</td>
<td>2.27</td>
<td>4.60</td>
<td>-</td>
<td>278.54</td>
<td>0.83</td>
<td>0.57</td>
</tr>
<tr>
<td>StyleGAN-XL</td>
<td>2.30</td>
<td>4.02</td>
<td>7.06</td>
<td>265.12</td>
<td>0.78</td>
<td>0.53</td>
</tr>
<tr>
<td>Poly-INR</td>
<td>2.86</td>
<td>4.37</td>
<td>7.79</td>
<td>241.43</td>
<td>0.71</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Table 2. Quantitative comparison of Poly-INR method with CNN and INR-based generative models on FFHQ dataset at 256 × 256.

<table>
<thead>
<tr>
<th>Model</th>
<th>FID ↓</th>
<th>sFID ↓</th>
<th>rFID ↓</th>
<th>IS ↑</th>
<th>Pr ↑</th>
<th>Rec ↑</th>
<th>PrfID ↓</th>
<th>IS ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c) ImageNet 512 × 512</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BigGAN</td>
<td>8.43</td>
<td>8.13</td>
<td>312.00</td>
<td>177.90</td>
<td>0.88</td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADM</td>
<td>23.24</td>
<td>10.19</td>
<td>561.32</td>
<td>58.06</td>
<td>0.73</td>
<td>0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADM-G</td>
<td>3.85</td>
<td>5.86</td>
<td>210.83</td>
<td>221.72</td>
<td>0.84</td>
<td>0.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiT-XL/2-G</td>
<td>3.04</td>
<td>5.04</td>
<td>-</td>
<td>240.82</td>
<td>0.84</td>
<td>0.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>StyleGAN-XL</td>
<td>2.41</td>
<td>4.06</td>
<td>51.54</td>
<td>267.75</td>
<td>0.77</td>
<td>0.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poly-INR</td>
<td>3.81</td>
<td>5.06</td>
<td>54.31</td>
<td>267.44</td>
<td>0.70</td>
<td>0.34</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Quantitative comparison of Poly-INR method with CNN and INR-based generative models on FFHQ dataset at 256 × 256. for INR-based GANs (CIPS [1] and INR-GAN [46]) as they do not train models on ImageNet.

Quantitative metrics: We use Inception Score (IS) [40], Frechet Inception Distance (FID) [16], Spatial Frechet Inception Distance (sFID) [31], random-FID (rFID) [42], precision (Pr), and recall (Rec) [25]. IS (higher the better) quantifies the quality and diversity of the generated samples based on the predicted label distribution by the Inception network but does not compare the distribution of the generated samples with the real distribution. The FID score (lower the better) overcomes this drawback by measuring the Frechet distance between the generated and real distribution in the Inception feature space. Further, sFID uses higher spatial features from the Inception network to account for the spatial structure of the generated image. Like StyleGAN-XL, we also use the rFID score to ensure that the network is not just optimizing for IS and FID scores. We use the same randomly initialized Inception network provided by [42]. In addition, we also compare our model on the precision and recall metric (higher the better) that measures how likely the generated sample is from the real distribution.

Table 1 summarizes the results on the ImageNet dataset at different resolutions. The results for existing methods are quoted from the StyleGAN-XL paper. We observe that the performance of the proposed model is third best after

\[ \text{Model} \quad \text{FID ↓} \quad \text{sFID ↓} \quad \text{rFID ↓} \quad \text{IS ↑} \quad \text{Pr ↑} \quad \text{Rec ↑} \]

for INR-based GANs (CIPS [1] and INR-GAN [46]) as they do not train models on ImageNet.

Quantitative metrics: We use Inception Score (IS) [40], Frechet Inception Distance (FID) [16], Spatial Frechet Inception Distance (sFID) [31], random-FID (rFID) [42], precision (Pr), and recall (Rec) [25]. IS (higher the better) quantifies the quality and diversity of the generated samples based on the predicted label distribution by the Inception network but does not compare the distribution of the generated samples with the real distribution. The FID score (lower the better) overcomes this drawback by measuring the Frechet distance between the generated and real distribution in the Inception feature space. Further, sFID uses higher spatial features from the Inception network to account for the spatial structure of the generated image. Like StyleGAN-XL, we also use the rFID score to ensure that the network is not just optimizing for IS and FID scores. We use the same randomly initialized Inception network provided by [42]. In addition, we also compare our model on the precision and recall metric (higher the better) that measures how likely the generated sample is from the real distribution.

Table 1 summarizes the results on the ImageNet dataset at different resolutions. The results for existing methods are quoted from the StyleGAN-XL paper. We observe that the performance of the proposed model is third best after

DiT-XL and StyleGAN-XL on the FID and IS metrics. The proposed model outperforms the ADM and BigGAN models at all resolutions and performs comparably to the StyleGAN-XL at 128 × 128 and 256 × 256. We also observe that with the increase in image size, the FID score for Poly-INR drops much more than StyleGAN-XL. The FID score drops more because our model does not add any additional layers with the increase in image size. For example, the StyleGAN-XL uses 134.4M parameters at 64 × 64 and 168.4M at 512 × 512, whereas Poly-INR uses only 46.0M parameters at every resolution, as reported in Table 1(d). The table shows that our model performs comparably to the state-of-the-art CNN-based generative models, even with significantly fewer parameters. On precision metric, the Poly-INR method performs comparably to other methods; however, the recall value is slightly lower compared to StyleGAN-XL and diffusion models at higher resolution. Again, this is due to the small model size, limiting the model’s capacity to represent much finer details at a higher resolution.

We also compare the proposed method with other INR-based GANs: CIPS and INR-GAN on the FFHQ dataset. Table 2 shows that the proposed model significantly outperforms these models, even with a small generator model. Interestingly the Poly-INR method outperforms the StyleGAN-2 and performs comparable to StyleGAN-XL, using significantly fewer parameters. Table 2 also reports the inference speed of these models on a Nvidia-RTX-6000 GPU. StyleGANs and INR-GAN use a multi-scale architecture, resulting in faster inference. In contrast, CIPS and Poly-INR models perform all computations at the same resolution as the output image, increasing the inference time.

4.2. Qualitative results

Fig. 1 shows images sampled at different resolutions by the Poly-INR model trained on 512 × 512. We observe that
we observe that in the initial levels (size $\mathbb{R}^{2}$), the model forms the basic structure of the object. Meanwhile, in the middle levels $(-0.25, 1.25)^2$, it captures the object’s overall shape, and in the higher levels $(7-9)$, it adds finer details about the object. Furthermore, we can interpret this observation in terms of polynomial order. Initially, it only approximates low-order polynomials and represents only basic shapes. However, at higher levels, it approximates higher-order polynomials representing finer details of the image.

**Extrapolation:** The INR model is a continuous function of the coordinate grid; hence we extrapolate the image by feeding the pixel location outside the conventional image boundary. Our Poly-INR model is trained to generate images on the coordinate grid defined by $[0, 1]^2$. We feed the grid size $[-0.25, 1.25]^2$ to the synthesis network to generate the extrapolated images. Fig. 4 shows a few examples of extrapolated images. In the figure, the region within the yellow square represents the conventional coordinate grid $[0, 1]^2$. The figure shows that our INR model not only generates a continuous image outside the boundary but also preserves the geometry of the object present within the yellow square. However, in some cases, the model generates a black or white image border, resulting from the image border present in some real images of the training set.

Table 3. FID score (lower the better) evaluated at 512 × 512 for models trained at a lower resolution and compared against classical interpolation-based upsampling.

<table>
<thead>
<tr>
<th>Training Resolution</th>
<th>Nearest Neighbour</th>
<th>Bilinear</th>
<th>Bicubic</th>
<th>Poly-INR</th>
</tr>
</thead>
<tbody>
<tr>
<td>32×32</td>
<td>184.39</td>
<td>112.28</td>
<td>73.86</td>
<td>65.15</td>
</tr>
<tr>
<td>64×64</td>
<td>89.24</td>
<td>72.41</td>
<td>42.97</td>
<td>36.30</td>
</tr>
</tbody>
</table>

**Sampling at higher-resolution:** Another advantage of using our model is the flexibility to generate images at any resolution, even if the model is trained on a lower resolution. We generate a higher-resolution image by sampling a dense coordinate grid within the $[0, 1]^2$ range. Table 3 shows the FID score evaluated at 512 × 512 for models trained on the lower-resolution ImageNet dataset. We compare the quality of upsampled images generated by our model against the classical interpolation-based upsampling methods. The table shows that our model generates crisper upsampled images, achieving a significantly better FID score than the classical interpolation-based upsampling method. However, we do not observe significant FID score improvement for our Poly-INR model trained on 128 × 128 or higher resolution against the classical interpolation techniques. This could be due to the limitations of the ImageNet dataset, which primarily consists of lower-resolution images than the 512 × 512. We used bilinear interpolation to prepare the training dataset at 512 × 512. As per our knowledge, there are currently no large and diverse datasets like ImageNet with high-resolution images. We believe this performance can be improved when the model has access to higher-resolution images for training. We also compare the upsampling performance with other INR-based GANs by reporting the FID scores at 1024 × 1024 for models trained on FFHQ-256 × 256 as follows: Poly-INR:13.69, INR-GAN: 18.51, CIPS:29.59. Our Poly-INR model provides better high-resolution sampling than the other two INR-based generators.

**Interpolation:** Fig. 5 shows that our model generates smooth interpolation between two randomly sampled images. In the first two rows of the figure, we interpolate in the latent space, and in the last two rows, we directly interpolate between the affine parameters. In our synthesis network, only the affine parameters depend on the image, and other parameters are fixed for every image. Hence interpolating in affine parameters space means interpolation in INR space.
Figure 5. Linear interpolation between two random points. The first two rows represent interpolation in the latent space, while in the last two, we directly interpolate between the affine parameters. Poly-INR provides smooth interpolation even in a high dimension of affine parameters. Our model generates high-fidelity images similar to state-of-the-art models like StyleGAN-XL but without the need for convolution or self-attention mechanism. Comparisons with existing methods are present in the supplementary material.

Figure 6. Source A and B images are generated corresponding to random latent codes, and the rest of the images are generated by copying the affine parameters of source A to source B at different levels. Copying the higher levels’ (8 and 9) affine parameters leads to finer style changes, whereas copying the middle levels’ (7, 6, and 5) leads to coarse style changes.

Figure 7. The Poly-INR model generates smooth interpolation with embedded images in affine parameters space. The leftmost image (first row) is from the ImageNet validation set, and the last two (rightmost) are the OOD images.
Our model provides smoother interpolation even in the affine parameters space and interpolates with the geometrically coherent movement of different object parts. For example, in the first row, the eyes, nose, and mouth move systematically with the whole face.

**Style-mixing:** Similar to StyleGANs, our Poly-INR model transfers the style of one image to another. Our model generates smooth style mixing even though we do not use any style-mixing regularization during the training. Fig. 6 shows examples of style-mixing from source A to source B images. For style mixing, we first obtain the affine parameters corresponding to the source A and B images and then copy the affine parameters of A to B at various levels of the synthesis network. Copying affine parameters to higher levels (8 and 9) leads to finer changes in the style, while copying to middle levels (7, 6, and 5) leads to the coarse style change. Mixing the affine parameters at initial levels changes the shape of the generated object. In the figure, we observe that our model provides smooth style mixing while preserving the original shape of the source B object.

**Inversion:** Embedding a given image into the latent space of the GAN is an essential step for image manipulation. In our Poly-INR model, for inversion, we optimize the affine parameters to minimize the reconstruction loss, keeping the synthesis network’s parameters fixed. We use VGG feature-based perceptual loss for optimization. We embed the ImageNet validation set in the affine parameters space and interpolates with the geometrically close affine parameters. The Poly-INR model outperforms previously proposed positional embedding-based INR GAN models. We demonstrate the effectiveness of the proposed Poly-INR method for high-resolution image synthesis. The Poly-INR model generates each pixel independently; hence all the computation takes place at the same resolution. In contrast, a CNN-based generator uses a multi-scale generation pipeline, making the model computationally efficient. In addition, we observe common GAN artifacts in some generated images. For example, in some cases, it generates multiple heads and limbs, missing limbs, or the object’s geometry is not correctly synthesized. We suspect that the CNN-based discriminator only discriminates based on the object’s parts and fails to incorporate the entire shape.

**5. Conclusion**

In this work, we propose polynomial function based implicit neural representations for large image datasets while only using Linear and ReLU layers. Our Poly-INR model captures high-frequency information and performs comparably to the state-of-the-art CNN-based generative models without using convolution, normalization, upsampling, or self-attention layers. The Poly-INR model outperforms previously proposed positional embedding-based INR GAN models. We demonstrate the effectiveness of the proposed model for various tasks like interpolation, style-mixing, extrapolation, high-resolution sampling, and image inversion. Additionally, it would be an exciting avenue for future work to extend our Poly-INR method for 3D-aware image synthesis on large datasets like ImageNet.
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