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Abstract

Camera pose estimation is a key step in standard 3D re-
construction pipelines that operate on a dense set of im-
ages of a single object or scene. However, methods for
pose estimation often fail when only a few images are avail-
able because they rely on the ability to robustly identify and
match visual features between image pairs. While these
methods can work robustly with dense camera views, cap-
turing a large set of images can be time-consuming or im-
practical. We propose SparsePose for recovering accu-
rate camera poses given a sparse set of wide-baseline im-
ages (fewer than 10). The method learns to regress initial
camera poses and then iteratively refine them after train-
ing on a large-scale dataset of objects (Co3D: Common
Objects in 3D). SparsePose significantly outperforms con-
ventional and learning-based baselines in recovering ac-
curate camera rotations and translations. We also demon-
strate our pipeline for high-fidelity 3D reconstruction using
only 5-9 images of an object. Project webpage: https:
//sparsepose.github.io/

1. Introduction
Computer vision has recently seen significant advances

in photorealistic new-view synthesis of individual ob-
jects [24, 41, 52, 60] or entire scenes [5, 62, 81]. Some of
these multiview methods take tens to hundreds of images
as input [5, 35, 36, 41], while others estimate geometry and
appearance from a few sparse camera views [43, 52, 76].
To produce high-quality reconstructions, these methods cur-
rently require accurate estimates of the camera position and
orientation for each captured image.

Recovering accurate camera poses, especially from a
limited number of images is an important problem for prac-
tically deploying 3D reconstruction algorithms, since it can
be challenging and expensive to capture a dense set of im-
ages of a given object or scene. While some recent meth-
ods for appearance and geometry reconstruction jointly
tackle the problem of camera pose estimation, they typi-
cally require dense input imagery and approximate initial-
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Figure 1. SparsePose – Given sparse input views, our method
predicts initial camera poses and then refines the poses based
on learned image features aggregated using projective geometry.
SparsePose outperforms conventional methods for camera pose
estimation based on feature matching within a single scene and
enables high-fidelity novel view synthesis (shown for each itera-
tion of pose refinement) from as few as five input views.

ization [34, 67] or specialized capture setups such as imag-
ing rigs [27, 78]. Most conventional pose estimation algo-
rithms learn the 3D structure of the scene by matching im-
age features between pairs of images [46, 58], but they typ-
ically fail when only a few wide-baseline images are avail-
able. The main reason for this is that features cannot be
matched robustly resulting in failure of the entire recon-
struction process.

In such settings, it may be outright impossible to find
correspondences between image features. Thus, reliable
camera pose estimation requires learning a prior over the
geometry of objects. Based on this insight, the recent Rel-
Pose method [79] proposed a probabilistic energy-based
model that learns a prior over a large-scale object-centric
dataset [52]. RelPose is limited to predicting camera rota-
tions (i.e., translations are not predicted). Moreover, it op-
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erates directly on image features without leveraging explicit
3D reasoning.

To alleviate these limitations, we propose SparsePose, a
method that predicts camera rotation and translation param-
eters from a few sparse input views based on 3D consistency
between projected image features (see Figure 1). We train
the model to learn a prior over the geometry of common
objects [52], such that after training, we can estimate the
camera poses for sparse images and generalize to unseen
object categories. More specifically, our method performs
a two-step coarse-to-fine image registration: (1) we predict
coarse approximate camera locations for each view of the
scene, and (2) these initial camera poses are used in a pose
refinement procedure that is both iterative and autoregres-
sive, which allows learning fine-grained camera poses. We
evaluate the utility of the proposed method by demonstrat-
ing its impact on sparse-view 3D reconstruction.

Our method outperforms other methods for camera pose
estimation in sparse view settings. This includes conven-
tional image registration pipelines, such as COLMAP [58],
as well as recent learning-based methods, such as Rel-
Pose [79]. Overall, SparsePose enables real-life, sparse-
view reconstruction with as few as five images of common
household objects, and is able to predict accurate camera
poses, with only 3 source images of previously unseen ob-
jects.

In summary, we make the following contributions.
• We propose SparsePose, a method that predicts camera

poses from a sparse set of input images.
• We demonstrate that the method outperforms other tech-

niques for camera pose estimation in sparse settings.
• We evaluate our approach on 3D reconstruction from

sparse input images via an off-the-shelf method, where
our camera estimation enables much higher-fidelity re-
constructions than competing methods.

2. Related Work

Camera pose estimation from RGB images is a classi-
cal task in computer vision [42, 47]. It finds applications
in structure-from-motion (SfM [20]), visual odometry [44],
simultaneous localization and mapping (SLAM [17]), rigid
pose estimation [9], and novel view synthesis with neural
rendering (NVS [41]). In our discussion of related work,
we focus on several related types of pose inference as well
as few-shot reconstruction.

Local pose estimation. A variety of techniques estimate
camera poses by extracting keypoints and matching their
local features across input images [3, 26, 37, 38, 54, 57, 61].
Features can be computed in a hand-crafted fashion [6, 39]
or can be learnt end-to-end [14, 75]. Cameras are then re-
fined via bundle adjustment, where camera poses and 3D
keypoint locations are co-optimized so to minimize repro-

jection errors [1, 63]. Generally speaking, feature matching
methods fail in few-shot settings due to occlusion and lim-
ited overlap between images, where a sufficient number of
common keypoints cannot be found. These methods fail
because they are local – and therefore do not learn priors
about the solution of the problem.

Global pose optimization. Global pose optimization meth-
ods rely on differentiable rendering techniques to recover
camera poses by minimizing a photometric reconstruc-
tion error [69, 72]. Within the realm of neural radiance
fields [41], we find techniques for estimating pose between
images [74] and between a pair of NeRFs [19], as well
as models that co-optimize the scene’s structure altogether
with camera pose [12,34,67], even including camera distor-
tion [25]. SAMURAI [7] is able to give very accurate cam-
era poses by performing joint material decomposition and
pose refinement, but relies on coarse initial pose estimates,
many images for training (≈80), and trains from scratch
for each new image sequence. In contrast, our method is
trained once and can then perform forward inference on un-
seen scenes in seconds. Overall, such global pose optimiza-
tion methods often fail in few-shot settings since they re-
quire sufficiently accurate pose initializations to converge.
While local methods are often used for initialization, they
too fail with sparse-view inputs, and so cannot reliably pro-
vide pose initializations in this regime.

Global pose regression. Given a set of input images, cam-
era poses can also be directly regressed. In visual odom-
etry, we find techniques that use neural networks to auto-
regressively estimate pose [66, 73], but these methods as-
sume a small baseline between subsequent image pairs, ren-
dering them unsuitable to the problem at hand. Category-
specific priors can be learnt by robustly regressing pose with
respect to a “canonical” 3D shape [28, 71, 80], or by rely-
ing on strong semantic priors such as human shape [40, 64]
or (indoor) scene appearance [10]. Closest to our method,
recent category-agnostic techniques, such as RelPose [79],
are limited to estimating only rotations by learning an
energy-based probabilistic model over SO(3). However,
RelPose only considers the global image features from the
sparse views and does not perform local 3D consistency.
Even for predicting rotations, our method performs signif-
icantly better than RelPose since it takes into account both
global and local features from images.

Direct few-shot reconstruction. Rather than regressing
pose and then performing reconstruction, it is also possible
to reconstruct objects directly from (one or more) images
using data-driven category priors [52], or directly training
on the scene. Category-specific single-image 3D recon-
struction methods estimate geometry and pose by matching
pixels or 2D keypoints to a 3D template [31–33, 45], learn-
ing to synthesize class-specific 3D meshes [18, 33], or ex-
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Figure 2. Method Overview. We propose Sparse-View Camera Pose Regression and Refinement (SparsePose), which takes as input a
few views of an object from wide baselines, and predicts the camera poses. SparsePose is trained on a large-scale dataset of “common
objects” to learn a prior over the 3D geometry of the scene and the object. Our method works by first predicting coarse initial camera poses
by performing cross-image reasoning (left). The initial camera pose estimates are then iteratively refined in an auto-regressive manner
(right), which learns to implicitly encode the 3D geometry of the scene based on sampled image features. For notational convenience and
simplicity, we use T to represent both rotations R and translations t in homogeneous coordinates.
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Figure 3. Stage 1 architecture: We initialize the camera poses
by directly estimating the models using global reasoning, and re-
gressing the poses using pretrained features and joint-reasoning
over the source images. Here,

⊕
denotes a skip connection be-

tween the input and the output of the transformer Tinit, and for γ
learnable positional encoding. A detailed description of stage 1 is
in Section 3.1.

ploiting image symmetry [69,70]. Recent progress has also
enabled few-shot novel view synthesis, where images of the
scene from a novel viewpoint are generated conditioned on
only a small set of images [13, 16, 21, 23, 43, 52, 55, 68, 77].
Such methods are either trained to learn category-centric
features [21,52,69], or are trained on a large-scale dataset to
encode the 3D geometry of the scenes [55, 68], or propose
regularization schemes for neural radiance based methods
[13, 23, 43]. However, 3D consistency in these models is
learnt by augmentation rather than by construction, result-
ing in lower visual quality compared to our approach.
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Figure 4. Stage 2 architecture: After obtaining the initial cam-
era poses from Stage 1, we iteratively and autoregressively refine
the camera poses using a local feature reasoning module, which
learns the optimization dynamics of the camera poses. Since the
optimization is non-linear, the model iteratively updates the cam-
era poses by resampling points and predicting pose offsets. We
note that

⊕
denotes a skip connection between the input and the

output of the transformer Trefine, A detailed description of stage 2
is in Section 3.2.

3. Method

Estimating camera parameters typically involves predict-
ing the intrinsics (i.e. focal length, principal point, skew)
and extrinsics (i.e. rotation, translation) from a set of im-
ages. In this paper, we only consider the task of estimat-
ing extrinsics; we assume the intrinsics are known as they
can be calibrated once for a camera a priori and are often
provided by the camera manufacturer. More formally, our
goal is to jointly predict the rotation Rc∈SO(3) and transla-
tion tc∈R3 for all input images Cc. Our proposed method
for this task consists of two phases, which are illustrated
in Figure 2:
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• subsection 3.1 – we first initialize the camera poses in a
coarse prediction step which considers the global image
features in the scene.

• subsection 3.2 – we refine the poses using an iterative
procedure in which an autoregressive network predicts
updates to align local image features to match the 3D
geometry of the scene.

The goal of the coarse pose estimation is to use global im-
age features to provide an initial 3D coordinate frame and
estimates of the relative camera rotations and translations
which can then be iteratively refined.

3.1. Initializing camera poses

Given a sparse set of C images {C1, . . . ,CC} of a single
object, the first task is to predict initial camera poses and
establish a coordinate frame. The initialization:
• extracts low-resolution image features f ∈ RF ;
• combines image features into a global representation;
• regresses rotation and translation for each camera.

We use a pre-trained, self-supervised encoder Einit [8] to
extract features from each image. Following VIT [15], we
also add a learnable positional embedding γc ∈ RF to each
feature:

fc =

pre-trained features︷ ︸︸ ︷
Einit(Cc) +

learnable encoding︷︸︸︷
γc . (1)

These features are passed to a transformer Tinit [15, 65] and
a skip connection to aggregate global context and predict a
new set of features:

gc = Tinit({f1, . . . , fC};θ) + fc. (2)

Finally, a shallow fully-connected network Ninit (we use
two hidden layers) predicts quaternions representing the ini-
tial camera rotations R∈SO(3), and translations t∈R3:

R(0)
c , t(0)c = Ninit(gc;θ). (3)

The initial rotation and translation estimates are then refined
using the iterative procedure described in subsection 3.2.

3.2. Refining camera poses

After obtaining the initial poses, R(0), t(0), we can lever-
age geometric reasoning to iteratively refine the pose esti-
mates R(t), t(t), where 1 ≤ t ≤ T . We achieve this by
probing a collection of 3D points within the scene given the
current camera estimate (i.e. the points are re-sampled at
each step). After projecting the points back into the images,
features are fetched and aggregated into global feature vec-
tors from which camera pose updates are computed.

Sampling. We aim to uniformly sample within the volume
where we expect the imaged object to be located. Given

the initially estimated camera poses, the center of the cap-
ture volume c is predicted considering principal rays (i.e.
rays passing through the principal point of each image). We
compute the point closest to the principal rays (in the least-
squares sense) and calculate the average camera radius as
r(t) = Ec∥c − c

(t)
c ∥2, where c

(t)
c is the camera center of

image c at iteration t. We then uniformly sample P points
within a Euclidean ball:

{p(t)
p , . . . ,p

(t)
P } ∼ B(c(t), r(t)/2). (4)

To increase robustness of the optimization and to ensure
the camera does not get stuck in a local minima, we re-
sample the 3D points after each camera pose update to jitter
the 3D points and image features, analogous to how Point-
Net jitters input pointcloud data [49].

Featurization. Let R(t)
c and t(t)c , denote the estimated rota-

tion and translation at the (t)-th iteration of the refinement
procedure. Given the set of 3D points and a known cam-
era intrinsic matrix K, we project them into the coordinate
frame of each camera using 3D geometry:

p(t)
c,p = Π(t)

c (p(t)
p ) = K(R(t)

c p(t)
p + t(t)c ). (5)

We interpolate samples of the previously extracted image
features f at the projected 2D pixel coordinates for each
source image [21], resulting in a set of feature embeddings
for each camera image and each point at the current refine-
ment iteration. We concatenate the positional encoding for
the current predicted rotations and translations and the orig-
inal 3D points to the embedding to generate a joint local
feature vector:

f (t)c,p = Einit(Cc)[pc,p] [·] ≡ bilinear (6)

f̃ (t)c,p = [f (t)c,p, γ(p(t)
p ), γ(R(t)

c ), γ(t(t)c )] ∈ R134, (7)

where γ(.) is a Fourier positional encoding [41]. We then
reduce the dimensionality of this large vector with a single
linear layer Erefine, and then concatenate along the samples
dimension:

f̃ (t)c =
[
Erefine(f̃

(t)
c,1 ;θ), . . . , Erefine(f̃

(t)
c,P ;θ)

]
∈ RP·32, (8)

where P is the number of sampled points, which was chosen
to be 1,000 resulting in a 32,000 dimensional local feature
vector for each pose iteration step. With this local feature
vector f̃ (t)c we summarize the appearance and geometry of
the scene as sampled by the c-th camera, allowing learned
refinement of the camera poses in a 3D consistent manner
to predict the camera pose updates.

Optimization. Similar to (2), we use a multi-headed self-
attention module along with a skip connection to perform
joint reasoning over the source views:

g̃c = Trefine(f̃
(t)
0 , . . . , f̃ (t)c ) + f̃ (t)c , (9)
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and regress pose updates using a long short-term memory
network LSTM [22] and a 2-layer MLP Npose:

ḡ(t)
c = LSTM(g̃(t)

c ; {g̃(t−1)
c , . . . , g̃(0)

c }) (10)

∆R(t)
c ,∆t(t)c = Npose

(
ḡ(t)
c

)

R(t+1)
c = R(t)

c ·∆R(t)
c

t(t+1)
c = t(t)c +∆t(t)c .

(11)

Such auto-regressive models have been shown effective in
implementing meta-optimization routines [2], as they can
learn priors on the dynamics of the optimization in few-shot
settings [51]. In practice, we perform 10 steps of the LSTM
pose refinement to allow for the camera poses to converge.
An additional ablation study for the number of steps is pro-
vided in the supplementary.

To train the model we minimize the loss

Lpose = EcΣk∈{0,T} LR
pose + Lt

pose, (12)

LR
pose = d(||R(t)

c RGT
c − I||F , (13)

Lt
pose = d(||t(t)c − tGT

c ||22), (14)

where GT denotes ground truth data obtained by apply-
ing COLMAP [58] to densely sampled video footage—note
that we require dense frames at training time only, while
our inference procedure uses sparse views. To make the re-
gression invariant to choices of coordinate frames, we align
the ground truth rotation and translation such that the first
source image is always at the unit camera location R=I,
t=0. The model then predicts relative rotations and trans-
lations in this canonical coordinate space. In practice, we
follow [11, 29] and take the loss over normalized quater-
nions. For the penalty function d(.) we use an adaptive and
robust loss function [4]. The losses are applied only to the
initial pose estimator and the output of the pose refinement
module (i.e., the last iteration of the LSTM update). Both
prediction stages are trained jointly end-to-end.

3.3. Implementation Details

Training data. We train the model on the CO3D
dataset [52], which contains 19,000 videos, with 1.5 M in-
dividual frames and camera poses across 50 different cat-
egories of common objects. Training the model on this
large dataset with diverse objects facilitates learning object-
appearance priors, which ultimately enables pose prediction
from sparse views. We split the dataset into 30 train and
20 test categories, to verify the method’s ability to adapt to
novel classes.

Testing data. To construct the test set, we use the 20 test
categories, and sample 100 sequences for each number of
source images C ∈ [3, 9]. To sample a test-set, we follow
the uniform-variant of the evaluation protocol from Rel-
Pose [79], and perform stratified sampling along the frame
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Figure 5. Quantitative evaluation of sparse-view camera pose
estimation. We evaluate the quality of rotations and translations
for varying numbers of source views. We show the percentage
of cameras that were predicted to be within 15◦ of the ground
truth (left) and translations that were predicted within 20% of the
scale of the scene compared to ground truth (right). SparsePose
outperforms both classical and learning-based methods.

indices in the CO3D dataset to select for wide-baseline
views [52]. Furthermore, we use batch sampling from Py-
Torch3D [50] to shuffle batches with a random number of
source images C ∈ {3, . . . , 9}, so that the model learns how
to aggregate features and jointly predicts camera poses with
a different number of source images. We note that the model
architecture is designed to work with an arbitrary number
of unposed source images. As mentioned previously, the
camera intrinsic matrix K is assumed to be known for all
training and testing sequences, which is a reasonable as-
sumption, given that the CO3D dataset was collected from
smartphones and such parameters can be easily obtained
from smartphone manufacturers.

Training details. The model is trained on two A6000 48
GB GPUs for 3 days until convergence. The model is jointly
trained using an Adam optimizer [30] with initial learning
rate of 10−4, which is decayed once by a factor of 10 af-
ter 250 epochs of training. The other Adam optimizer pa-
rameters are left to the default values from the PyTorch
implementation [48]. A pre-trained DINO Vision Trans-
former is used to compute the pre-trained embeddings Einit
[8, 15]. We use the frozen weights from the official release
of the ViT-B/8 variant of the DINO ViT model.

4. Experiments

For the task of sparse-view camera pose estimation,
we consider both classical Structure-from-Motion baselines
and modern deep learning based techniques. More specif-
ically, we compare SparsePose against three classical SfM
baselines:

• COLMAP with SIFT features [39, 58];

21353



5 6 7 8 9
Number of source views

12

14

16

18

PS
N

R

5 6 7 8 9
Number of source views

0.3

0.4

0.5

0.6

L
PI

PS

BARF only
HLOC

Pix. Perfect SFM
COLMAP+SIFT

SRT
MetaPose

RelPose
SparsePose

Figure 6. Quantitative evaluation of sparse-view, novel view
synthesis. We use the camera poses predicted by each method
to perform novel view synthesis; SparsePose significantly out-
performs other baseline methods for this task in terms of PSNR
(higher is better) and LPIPS (lower is better).

• Hierarchical Localization (HLOC) [56] which uses
COLMAP with SuperPoint for feature extraction [14]
and SuperGlue for image matching [57];

• Pixel-Perfect SfM [37] which is a state-of-the-art SfM
method that refines COLMAP camera poses using “fea-
turemetric bundle adjustment”.

We further compare SparsePose against:

• Scene Representation Transformer (SRT) [55] by adding
an additional layer to the transformer output which
jointly learns 3D reconstruction and pose estimation
over the large dataset;

• MetaPose [64] where we initialize the camera estimates
using our initial pose estimation model, and perform
pose refinement using their architecture;

• RelPose [79] which only predicts rotations by learning
a energy-based probabilistic model over SO(3), given
a set of images by only considering the global features
across the images in the scene.

For camera pose estimation, since the ground-truth cam-
eras from CO3D [52] are in arbirtary coordinate frames,
we measure the relative rotations and translations. That
is, we measure the absolute angle difference between the
ground truth and the predicted camera poses by using the
Rodriguez’s formula between the rotations [53], and mea-
sure the ℓ-2 norm between the translations. Following Rel-
Pose [79], we report the percentage of cameras that were
predicted within 15◦ of the ground truth rotation. For trans-
lations, since the scale of the scene changes between se-
quences, we report the percentage of cameras that were
within 20% of the scale of the scene.

We then evaluate the predicted cameras for a down-
stream task of few-view 3D reconstruction on 20 unseen
test categories. For the novel-view synthesis task, we re-
port the Peak-Signal-to-Noise-Ratio (PSNR) which mea-
sures the difference in the RGB space, and Learned Per-

ceptual Image Patch Similarity (LPIPS) which measures the
difference as a “perceptual” score.

4.1. Wide-baseline camera pose estimation

We report quantitative results with different numbers
of source views in Figure 5 which shows the percentage
of predicted rotations within 15◦ of ground truth and pre-
dicted translations within 20% of the scale of the scene.
The ground truth is obtained using SfM on dense videos
with more than 300 images [58]. SparsePose is able to
significantly outperform both classical SfM and learning-
based baselines by a significant margin. Moreover, Sparse-
Pose consistently improves in performance as the number
of source views increases, which is not the case across
all baselines (e.g., MetaPose [64]). Using our method,
65 − 80% of predicted camera locations and orientations
fall within the thresholds described above. In contrast, cor-
respondence based approaches such as COLMAP [39, 58],
HLOC [56], and Pixel-Perfect SfM [37], are only able to
recover 20 − 40% of the cameras within the thresholds for
rotation and translation with C<10. This significant differ-
ence in performance motivates the effectiveness of learning
appearance priors and learning to perform geometry-based
pose refinement. We note that RelPose [79] only predicts
rotations, and therefore cannot be evaluated on the transla-
tion prediction task.

We also show a visualization of the predicted and ground
truth cameras in Figure 7, where we project the camera cen-
ters onto the x–y plane to help visualize 3D offsets in the
camera centers. SparsePose predicts accurate camera poses
given a sparse set of images with very wide baselines, sig-
nificantly outperforming other methods. Even on very chal-
lenging sequences with uneven lighting and low textural in-
formation (e.g., C=7), our method predicts accurate cam-
eras, which is important in practical cases. We note that on
many sequences HLOC fails to register all the source im-
ages and so does not converge to a usable output; we cannot
include a result in this case.

4.2. Sparse-view 3D reconstruction

We test the predicted cameras on the downstream task
of sparse-view 3D reconstruction using a NeRFormer that
is trained on the test categories [52] (but not any of the
test sequences we evaluate on). Training is performed
using the default hyperparameters from PyTorch3D [50].
During evaluation, we further finetune the cameras using
BARF [34], an off-the-shelf 3D reconstruction and pose re-
finement technique which updates the camera poses by min-
imizing the photometric loss. In addition to the previous
baselines, we add a “BARF-only” baseline, which performs
refinement after a unit camera initialization for finetuning
with BARF (i.e., R = I,T = 0).
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first camera for each sequence (used to align predictions) in green. Gray boxes indicate failure to converge.

Quantitative results are shown in Figure 6. Here, Sparse-
Pose significantly outperforms all baselines. Most impor-
tantly, we show that, while predicted rotations and transla-
tions are not perfect, we can yet recover high-fidelity 3D
reconstructions in the downstream task. Additionally, we
find that BARF without good initial pose estimates does not
converge to accurate camera poses. This further highlights
the importance of accurate initial pose estimates. For the
comparison to RelPose, we use the ground truth transla-
tions as predicted by CO3D (since the method does not pre-
dict translations); yet, SparsePose significantly outperforms
RelPose across all numbers of the source views in both vi-
sual metrics. Finally, we also show qualitative novel-view
synthesis results in Figure 8. SparsePose results in signif-
icantly better novel-view synthesis compared to baselines
such as RelPose (with ground truth translations) and HLOC.
Note that when using significantly more source images, the
performance of conventional methods such as HLOC [56]
or COLMAP [58] typically improves. For example, see the
analysis by Zhang et al. [79] which shows performance of
such methods with up to 20 images.

4.3. Ablation study

We provide an ablation study of SparsePose using differ-
ent variants of the model to justify the design choices (see
Figure 9): (1) only initial pose (i.e., no pose refinement), (2)
no resampling of the 3D points between iterations, (3) using
an MLP instead of LSTM, (4) no positional encoding on the
inputs to Trefine, (5) using RGB values instead of features
from Einit for the refinement step, (6) no robust kernel [4].
We show that SparsePose with the proposed design outper-
forms the other variants. Interestingly, even just using the
initial poses R(0), t(0), we achieve better performance com-
pared to classical SfM methods, which highlights the impor-
tance of learned appearance priors from large datasets. The
best performance is achieved when refining camera poses
using the proposed method, including positional encoding,
auto-regressive prediction, etc.

5. Conclusion
In this paper, we presented SparsePose, a learning-based

solution to perform sparse-view camera pose estimation
from wide-baseline input images. The strong performance
of the method highlights the utility of leveraging large
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Figure 8. Visualizing the rendered from few-sparse unposed images. We use the initial predicted poses by each of the methods, and
refine them using BARF [34], and a category-centric pretrained NeRFormer model, trained on the category. The importance of predicting
accurate initial poses can be seen since SparsePose is able to generate photorealistic renders. Gray boxes indicate failure to converge.
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Figure 9. Ablation results over different design choices for
SparsePose. We perform an exhaustive ablation to justify the de-
sign choices made in the paper, and report the ability of the model
to correctly predict the rotations within 15◦ of the ground truth ro-
tations, over different number of source views.

object-centric datasets for learning pose regression and re-
finement. Moreover, we show that accurate few-view pose
estimation can enable few-view novel-view synthesis even
from challenging “in-the-wild” datasets, where our method

outperforms other baselines. There remain many poten-
tial directions for future work, among which, we believe
that joint methods for pose regression and 3D scene geome-
try prediction may enable further improved capabilities for
novel view synthesis from sparse views. Additional work
on learning where and how to sample the 3D points used in
our pose refinement step may help extend the approach to
other camera motions beyond the “tracked-to-object” cam-
era poses common in the CO3D dataset. Furthermore,
due to the quadratic scaling over the number of images
of SparsePose, developing more efficient solutions are also
necessary that can scale to dense videos. In this paper, we
also only focus on “track-to-object” or “outside-looking-
in” camera trajectories, which can also be expanded given
more diverse data. Learning a prior over motion using sim-
ilar large scale datasets [59], may help with camera pose
estimation for highly non-rigid scenes. Our work may be
broadly relevant for improving robustness of robotic vision,
autonomous navigation, and digital asset creation.
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Rhodin. A-nerf: Articulated neural radiance fields for learn-
ing human shape, appearance, and pose. NeurIPS, 2021. 1

[61] Jiaming Sun, Zehong Shen, Yuang Wang, Hujun Bao, and
Xiaowei Zhou. Loftr: Detector-free local feature matching
with transformers. In CVPR, 2021. 2

[62] Matthew Tancik, Vincent Casser, Xinchen Yan, Sabeek Prad-
han, Ben Mildenhall, Pratul P Srinivasan, Jonathan T Barron,
and Henrik Kretzschmar. Block-nerf: Scalable large scene
neural view synthesis. In CVPR, 2022. 1

[63] Bill Triggs, Philip F McLauchlan, Richard I Hartley, and An-
drew W Fitzgibbon. Bundle adjustment—a modern synthe-
sis. In International workshop on vision algorithms, 1999.
2

[64] Ben Usman, Andrea Tagliasacchi, Kate Saenko, and
Avneesh Sud. Metapose: Fast 3d pose from multiple views
without 3d supervision. In CVPR, 2022. 2, 6, 12

[65] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-
reit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia
Polosukhin. Attention is all you need. NeurIPS, 30, 2017. 4

[66] Sen Wang, Ronald Clark, Hongkai Wen, and Niki Trigoni.
Deepvo: Towards end-to-end visual odometry with deep re-
current convolutional neural networks. In Proc. ICRA. IEEE,
2017. 2

21358



[67] Zirui Wang, Shangzhe Wu, Weidi Xie, Min Chen,
and Victor Adrian Prisacariu. Nerf–: Neural radiance
fields without known camera parameters. arXiv preprint
arXiv:2102.07064, 2021. 1, 2

[68] Daniel Watson, William Chan, Ricardo Martin-Brualla,
Jonathan Ho, Andrea Tagliasacchi, and Mohammad
Norouzi. Novel view synthesis with diffusion models. arXiv
preprint arXiv:2210.04628, 2022. 3

[69] Shangzhe Wu, Tomas Jakab, Christian Rupprecht, and An-
drea Vedaldi. Dove: Learning deformable 3d objects by
watching videos. arXiv preprint arXiv:2107.10844, 2021.
2, 3

[70] Shangzhe Wu, Christian Rupprecht, and Andrea Vedaldi.
Unsupervised learning of probably symmetric deformable 3d
objects from images in the wild. In CVPR, 2020. 3

[71] Yu Xiang, Tanner Schmidt, Venkatraman Narayanan, and
Dieter Fox. Posecnn: A convolutional neural network for
6d object pose estimation in cluttered scenes. arXiv preprint
arXiv:1711.00199, 2017. 2

[72] Gengshan Yang, Deqing Sun, Varun Jampani, Daniel Vlasic,
Forrester Cole, Huiwen Chang, Deva Ramanan, William T
Freeman, and Ce Liu. Lasr: Learning articulated shape re-
construction from a monocular video. In CVPR, 2021. 2

[73] Nan Yang, Lukas von Stumberg, Rui Wang, and Daniel Cre-
mers. D3vo: Deep depth, deep pose and deep uncertainty for
monocular visual odometry. In CVPR, 2020. 2

[74] Lin Yen-Chen, Pete Florence, Jonathan T Barron, Alberto
Rodriguez, Phillip Isola, and Tsung-Yi Lin. inerf: Inverting
neural radiance fields for pose estimation. In IROS, 2021. 2

[75] Kwang Moo Yi, Eduard Trulls, Vincent Lepetit, and Pascal
Fua. Lift: Learned invariant feature transform. In ECCV.
Springer, 2016. 2

[76] Alex Yu, Vickie Ye, Matthew Tancik, and Angjoo Kanazawa.
pixelNeRF: Neural radiance fields from one or few images.
In CVPR, 2021. 1

[77] Alex Yu, Vickie Ye, Matthew Tancik, and Angjoo Kanazawa.
pixelnerf: Neural radiance fields from one or few images. In
CVPR, 2021. 3

[78] Zhixuan Yu, Jae Shin Yoon, In Kyu Lee, Prashanth
Venkatesh, Jaesik Park, Jihun Yu, and Hyun Soo Park.
Humbi: A large multiview dataset of human body expres-
sions. In CVPR, 2020. 1

[79] Jason Y Zhang, Deva Ramanan, and Shubham Tulsiani. Rel-
pose: Predicting probabilistic relative rotation for single ob-
jects in the wild. arXiv preprint arXiv:2208.05963, 2022. 1,
2, 5, 6, 7, 12

[80] Kaifeng Zhang, Yang Fu, Shubhankar Borse, Hong Cai,
Fatih Porikli, and Xiaolong Wang. Self-supervised geomet-
ric correspondence for category-level 6d object pose estima-
tion in the wild. arXiv preprint arXiv:2210.07199, 2022. 2

[81] Kai Zhang, Gernot Riegler, Noah Snavely, and Vladlen
Koltun. Nerf++: Analyzing and improving neural radiance
fields. arXiv preprint arXiv:2010.07492, 2020. 1

21359


	. Introduction
	. Related Work
	. Method
	. Initializing camera poses
	. Refining camera poses
	. Implementation Details

	. Experiments
	. Wide-baseline camera pose estimation
	. Sparse-view 3D reconstruction
	. Ablation study

	. Conclusion

