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Abstract

Generative models have shown great promise in syn-
thesizing photorealistic 3D objects, but they require large
amounts of training data. We introduce SinGRAF, a 3D-
aware generative model that is trained with a few input
images of a single scene. Once trained, SinGRAF gener-
ates different realizations of this 3D scene that preserve the
appearance of the input while varying scene layout. For
this purpose, we build on recent progress in 3D GAN ar-
chitectures and introduce a novel progressive-scale patch
discrimination approach during training. With several ex-
periments, we demonstrate that the results produced by Sin-
GRAF outperform the closest related works in both quality
and diversity by a large margin.

1. Introduction

Creating a new 3D asset is a laborious task, which often
requires manual design of triangle meshes, texture maps,
and object placements. As such, numerous methods were
proposed to automatically create diverse and realistic varia-
tions of existing 3D assets. For example, procedural model-
ing techniques [11,27] produce variations in 3D assets given
predefined rules and grammars, and example-based model-
ing methods [13, 21] combine different 3D components to
generate new ones.

With our work, we propose a different, generative strat-
egy that is able to create realistic variations of a single 3D
scene from a small number of photographs. Unlike existing
3D generative models, which typically require 3D assets as
input [13,51], our approach only takes a set of unposed im-
ages as input and outputs a generative model of a single 3D
scene, represented as a neural radiance field [31].

Our method, dubbed SinGRAF, builds on recent
progress in unconditional 3D-aware GANs [5,40] that train
generative radiance fields from a set of single-view images.
However, directly applying these 3D GANs to our problem
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Figure 1. SinGRAF generates different plausible realizations of a
single 3D scene from a few unposed input images of that scene.
In this example, i.e., the “office 3” scene, we use 100 input im-
ages, four of which are shown in the top row. Next, we visualize
four realizations of the 3D scene as panoramas, rendered using the
generated neural radiance fields. Note the variations in scene lay-
out, including chairs, tables, lamps, and other parts, while staying
faithful to the structure and style of the input images.

is challenging, because they typically require a large train-
ing set of diverse images and often limit their optimal oper-
ating ranges to objects, rather than entire scenes. SinGRAF
makes a first attempt to train a 3D generative radiance field
for individual indoor 3D scenes, creating realistic 3D varia-
tions in scene layout from unposed 2D images.
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Intuitively, our method is supervised to capture the inter-
nal statistics of image patches at various scales and generate
3D scenes whose patch-based projections follow the input
image statistics. At the core of our method lies continuous-
scale patch-based adversarial [14] training. Our radiance
fields are represented as triplane feature maps [4, 43] pro-
duced by a StyleGAN2 [22] generator. We volume-render
our generated scenes from randomly sampled cameras with
varying fields of view, to simulate the appearance of im-
age patches at various scales. A scale-aware discrimina-
tor is then used to compute an adversarial loss to the real
and generated 2D patches to enforce realistic patch dis-
tributions across all sampled views. Notably, our design
of continuous-scale patch-based generator and discrimina-
tor allows patch-level adversarial training without expen-
sive hierarchical training [41, 51, 54]. During the training,
we find applying perspective augmentations to the image
patches and optimizing the camera sampling distribution to
be important for high-quality scene generation.

The resulting system is able to create plausible 3D vari-
ations of a given scene trained only from a set of unposed
2D images of that scene. We demonstrate our method on
two challenging indoor datasets of Replica [47] and Matter-
port3D [6] as well as a captured outdoor scene. We evaluate
SinGRAF against the state-of-the-art 3D scene generation
methods, demonstrating its unique ability to induce realis-
tic and diverse 3D generations.

2. Related Work

Synthesis from 3D Supervision. A large body of prior
work aims at creating variations of scenes or objects. Pro-
cedural modeling approaches [11,27,33,36] are widely used
for auto-generating repetitive scenes such as terrains, build-
ings, or plants. These methods typically require manually
designing the rules and grammars to procedurally add new
3D elements. Example-based methods [13, 21, 53] aim at
extracting patterns from 3D asset examples to synthesize
new models. This line of data-driven approaches learns how
to mix and match different components to create a plausible
3D asset. Similarly, scene synthesis techniques [12, 38, 49]
learn a distribution of plausible object arrangements from
professionally designed scene datasets. All of these meth-
ods require datasets of 3D assets, part segmentation, or ob-
ject arrangement designs, which are expensive to collect.

3D-aware GANs. Leveraging the recent developments of
neural implicit representations [8, 30, 37, 44] and radiance
fields [2, 24, 31, 32, 45], 3D GANs [1, 3–5, 9, 10, 15, 34,
35, 42, 46, 48, 52, 55–58] train generative 3D radiance fields
from a set of single-view images. These methods render the
sampled scenes from various viewpoints via volume render-
ing and supervise adversarially. Many of these approaches
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Figure 2. SinGRAF pipeline. The framework takes as input a few
images of a single scene, for example rendered from a 3D scan
or photographed (bottom). The 3D-aware generator (top left) is
then trained to generate 2D feature planes that are arranged in a
triplane configuration and rendered into patches of varying scale
(top right). These rendered patches along with patches cropped
from the input images are then compared by a discriminator. Once
trained, the SinGRAF generator synthesizes different realizations
of the 3D scene that resemble the appearance of the training im-
ages while varying the layout.

apply their discriminators on full-resolution images dur-
ing training, but some also employ patch-based discrimina-
tors [28, 40, 46]. The resulting 3D GANs can create diverse
3D radiance fields that enable view-consistent NVS. Exist-
ing 3D GANs, however, rely on a large amount of training
data, while our model only uses a few images of a single 3D
scene.

Few-Shot Generative Models. Recently, researchers
have started applying generative modeling techniques to
few-shot settings, where only a few or single examples are
given. In the 2D image domain, SinGAN and its exten-
sions [19,41,54] explored the idea of training a CNN-based
hierarchical generator on a single image, supervised using
patch discrimination at multiple scales. The strategy of
learning the internal patch distribution of a single example
to train a generative model has been widely adopted for var-
ious tasks, including the synthesis of videos [16], motion
sequences [23], 3D textures [17, 39], or 3D shapes [18, 51].
However, none of these works applied 3D generative mod-
els from single-scene images. Concurrently to our work,
[50] trains generative radiance fields from single-scene im-
ages but focuses mainly on stochastic and repetitive syn-
thetic scenes, rather than structured, human-made scenes.

3. Single Scene 3D GAN

Our system takes as input an unposed set of images taken
from a single scene and outputs a 3D generative model G
that can generate diverse 3D radiance fields. We assume the
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intrinsic parameters of the camera are available. We do not
assume our target scene to be static, i.e., we allow temporal
changes in the scene. In the experiment section, we show
our method’s behavior for dynamic scenes. We illustrate
our image generation and discrimination processes in Fig. 2.
Source code and pre-trained models will be made available.

3.1. Rendering Model

Our generative model G(Γ, z) takes a set of query rays
Γ and a noise vector z and outputs RGB predictions for the
rays. Below we briefly discuss the rendering process of G.

Generator Architecture G represents continuous radi-
ance fields using tri-planes, following [4]. We adopt a
StyleGAN2-based generator backbone [22], which consists
of a mapping network that takes as input a noise vector z ∼
R128 and transforms it into a latent code vector w ∼ R128.
Next, a synthesis network transforms w into a 2D feature
image F ∈ RN×N×3C with a total of 3C feature channels.
Following [4], we split these feature channels into three
axis-aligned feature planes Fxy,Fxz,Fyz ∈ RN×N×C .

A color c and density σ value can now be queried at an
arbitrary 3D coordinate x by aggregating the triplane fea-
tures and processing them by a small multilayer perceptron–
style decoder, MLP : R3C → R4, as

(c (x) , σ (x)) = MLP (Fxy (x)+Fxz (x)+Fyz (x)) . (1)

Note that we do not model view-dependent effects.

Neural Rendering. Using volume rendering [26, 31], we
project the 3D neural field into 2D images. For this purpose,
the aggregated color C(r) of a ray r ∈ Γ is computed by
integrating the field as

C(r) =

∫ tf

tn

T (t)σ (r(t)) c (r(t)) dt, (2)

T (t) = exp
(
−
∫ t

tn

σ (r (s)) ds
)
, (3)

where tn and tf indicate near and far bounds along the ray
r(t) = o + td pointing from its origin o into direction d.
The continuous volume rendering equation (Eq. (3)) is typ-
ically computed using the quadrature rule [26].

Our volume rendering step directly outputs RGB color
images or patches; we do not apply a superresolution mod-
ule on the rendered values. Moreover, we use 96 samples
per ray and do not use hierarchical ray sampling [31].

3.2. Training Process

Progressive Patch Scaling. Given a set of input images,
most existing 3D GANs generate and discriminate images
at full resolution. However, as shown in the ablation study

Scale 1.0 Scale 0.8 Scale 0.5 Scale 0.25

Figure 3. Visualizations of patches at different scales.

(Sec. 4.8), adversarial training at full scale leads to a col-
lapse of the learned distribution to a single mode, likely
because the joint information of the images uniquely deter-
mines a single 3D structure. Therefore, we turn to learn the
internal patch distribution of the images, inspired by some
existing works [41, 51, 54].

Directly extending hierarchical patch-based GANs [41,
51, 54], however, would require expensive training of a
pyramid of generators with progressively-growing feature
plane resolutions. To address the issue, we notice that our
tri-plane features define a continuous radiance field and thus
are able to render patches at an arbitrary resolution and
scale. Therefore, we use a single generator network and
continuously control the scale of the patches during train-
ing, forgoing the progressive training of multiple generator
networks [41, 51, 54].

Given input images {I1, ..., IN |Ii ∈ RH′×H′×3} of res-
olution H ′×H ′ and field of view (FOV) θ, we consider the
image plane P of a virtual camera with the same FOV. Dur-
ing training, we volume-render patches with fixed resolution
H ×H but with varying scale s. Here, the scale s ∈ [0, 1]
indicates the spatial extent of a patch on the image plane of
P. When s = 1.0 the patch covers the entire image plane
with H ×H pixels, which is used for full-resolution train-
ing of existing 3D GANs [5, 40]. With smaller s, the patch
will cover a smaller window in the image plane with the
same resolution, thus containing more details. The location
of the patch window on P is sampled randomly. We render
a sampled patch ρ with its associated rays Γρ: G(Γρ, z).
Similarly, a ground truth patch can be sampled by cropping
Ii’s with a given patch scale s (see Fig. 3).

The scale value s is sampled randomly for each patch
from a uniform distribution s ∼ U(smin(t), smax(t)), where
t is the current training epoch. We schedule the scale dis-
tribution so that in early epochs, we have larger patches to
provide scene structural information and gradually decrease
the scales towards the end of the training to induce better
quality and diversity. Refer to supplementary for details.

Our discriminator network D, whose architecture
closely follows that of [22], takes as input patches and out-
puts a scalar, indicating the realism of the patches. Because
our patches have varying scales, we additionally condition
D with the scale value s of each patch ρ:

D : G(Γρ, z)× s 7→ R. (4)
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Implementation-wise, we simply repeat the scale value to
match the patch resolution.

Data augmentation. Our approach aims at generating a
3D scene from a limited set of 2D observations. As such,
it is desirable to augment the available data during training.
To this end, we apply data augmentation techniques for both
image and camera pose data.

In addition to the usual image augmentation techniques
used for 2D GANs, such as translation, cropping, and
cutout, we suggest a perspective augmentation approach,
which is appropriate for generating 3D scenes with patch
discrimination. Based on the known camera pose, we re-
project image patches so as to imitate camera rotations fol-
lowed by perspective projections. Camera rotations without
changing the position do not induce occlusions or parallax;
thus, this approach is applicable to captured content. More-
over, because our model discriminates patches instead of
full images, unknown regions after rotation and perspective
projection can be cropped. In practice, we start our train-
ing without rotational augmentation but gradually introduce
and increase this augmentation up to 15◦ for later training
epochs where the patch scale s decreases. Additional details
on data augmentation are included in the supplement.

Camera Pose Distribution. To render patches from ra-
diance fields we need to sample a virtual camera to
render from. We define the camera pose distribution
non-parametrically using a set of 1,000 cameras: T =
{T1, ..., T1000|Ti ∈ SE(3)}; each virtual camera τ is ran-
domly chosen from T during training. We reject the sam-
pled τ when the occupancy (opacity) value at the camera
center is above some threshold. The Ti’s are initially sam-
pled from a zero-mean 2D Gaussian on a plane with shared
heights with random rotation about the vertical axis. During
training, we jitter the Ti’s on translation and rotation.

The randomly initialized camera distribution, however,
may not be a good representation of the real camera distri-
bution of the input images. While our method can generate
reasonable 3D scenes when training with random distribu-
tions, we find it beneficial to optimize the camera distribu-
tion T for higher-quality outputs. Such optimization will
transform the distribution to accommodate poses with vari-
ous rotations. Therefore, we optimize the Ti’s via automatic
differentiation using our adversarial loss in the early stage
of the training. We eventually stop the optimization since
smaller patches at the later stage contain weak pose infor-
mation. In practice, we decompose the poses into more
easily optimizable forms, which we discuss further in the
supplementary.

Training Objective Besides the regular min-max adver-
sarial loss [14], we find it useful to adopt two regularization

losses: R1 gradient penalty [29] and discriminator recon-
struction loss [25] (ER). Combining the regularizations with
the adversarial loss, we have the final objective as follows:

E(G,D, T ) = Ez,τ∼T ,s,ρ [f(D(G(Γρ, z)))] + (5)

EI,s,ρ

[
f(−D(ρ, s)) + λ1|∇ρD(ρ, s)|2

]
+ λ2ER(D),

where f(a) = − log(1 + exp(−a)), and λ’s are balancing
parameters. Note that the sampled patch ρ is a function of
the sampled scale s. We minimize the objective using the
ADAM optimizer with learning rate of 2e-3.

4. Experiments
We conduct a number of experiments to test SinGRAF’s

capabilities to (i) create realistic 3D scene variations across
a diverse set of challenging indoor scenes, (ii) reliably pro-
duce view-consistent 3D representations, and (iii) handle
scene dynamics. At the end of the section, we show ab-
lation studies and justify our design decisions. We refer to
supplementary for additional empirical analysis and results.

4.1. Datasets

We test and compare our approach on five scenes
from the Replica dataset and one scene from the Mat-
terport3D dataset, featuring realistically scanned indoor
scenes. Within the Replica dataset, we choose to cover
a good range of different scene types, including offices,
apartments, and hotel rooms. The Replica dataset, how-
ever, only contains scanned indoor scenes that are typical
of their own categories. To stress-test our algorithm, we
add a large ‘castle’ ballroom dataset from the Matterport3D
dataset that has a very different appearance from ‘regular’
indoor scenes. For each of the above 6 scenes, we ren-
der 100 views by sampling camera locations from a zero-
mean Gaussian distribution with random rotations about the
height axis. We reject the cameras that collide with occu-
pied volumes. Lastly, we showcase our method on a cap-
tured image dataset where we use our own photographs of
an outdoor scene. We capture the images using a hand-held
consumer-grade smartphone camera and pass them to our
algorithm without intrinsic or extrinsic calibrations.

4.2. Baselines

As a baseline, we compare SinGRAF against the cur-
rent state-of-the-art 3D scene generative method, GSN
[10]. While numerous 3D-GAN methods were proposed,
we could not find any other suitable baseline that demon-
strated the modeling of apartment-scale scenes, such as
the ones from the Replica dataset. Concurrently to our
work, GAUDI [3] extended GSN to model even larger-scale
scenes with generative modeling, but the code is not pub-
licly available for us to run. To compare against GSN, we
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(a) “hotel 0” scene from the Replica dataset.
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(b) “apartment 0” scene from the Replica dataset.
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(c) “frl apartment 4” scene from the Replica dataset.
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(d) “castle” scene from the Matterport3D dataset.

Figure 4. Results of four difference scenes, as indicated. For each example, we show some of the input images, the result achieved by the
GSN [10] baseline, and three realizations of SinGRAF’s results for the same input images. Note that GSN is mode-collapsed and not able
to generate different realizations of this scene while SinGRAF is capable of generating a diverse set of realizations with high image quality.
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GSN (1282) SinGRAF (1282) SinGRAF (2562)
KID↓ Div.↑ KID↓ Div.↑ KID↓ Div.↑

office 3 .061 .001 .044 .297 .050 .378
hotel 0 .049 .012 .037 .413 .046 .490
apt.0 .069 .001 .037 .401 .049 .467
frl apt.4 .052 .001 .037 .335 .055 .408
castle .050 .001 .064 .248 .088 .318
office 0 .075 .001 .053 .001 .062 .003
dynamic .089 .013 .033 .298 .050 .365

Table 1. Quantitative Results. We measure the realism and di-
versity of the 3D scenes generated from SinGRAF and GSN on
Replica and Matterport3D scenes. KID compares the distribu-
tional difference between the rendered and ground truth images
of the scenes. We measure the diversity by rendering images with
various latent vectors from fixed camera. Overall, we outperform
the GSN baseline on both metrics in all but one case.

use their public codebase and run their algorithm using the
same 100-image datasets. During training, we sample the
virtual cameras from the 10,000 camera samples used in
their original paper. Following the original implementation,
the images are volume-rendered at 64 × 64 resolution and
upsampled to 128× 128 with a learned CNN.

4.3. Metrics

To measure the generated image quality we use the pop-
ular Kernel Inception Distance (KID) score, which reli-
ably measures the distance between two sparsely sampled
(N≤500) image distributions. This is in contrast with FID,
which introduces significant biases in the low-data regime.
We randomly sample 500 images for all methods in the
same way as each of them samples during training. The 500
ground truth images are sampled as we generate the training
images.

We measure the diversity of scene generation by sam-
pling multiple images from a fixed camera and comput-
ing average LPIPS distance (average pair-wise LPIPS dis-
tances), following [20]. Note that, however, because our
generated scenes are 3D, there exist loopholes to our di-
versity metric. For example, the diverse images generated
from a fixed camera could be identical in the 3D space un-
der rigid transformations. However, we did not observe this
edge case and observe that the high diversity score from a
fixed view leads to diversity beyond rigid transformations
and vice versa.

4.4. Scene Generation Results

We showcase the visual quality and diversity of our
trained generative model across scenes. As can be seen in
Figs. 1, 4a, 4b, 4c, our method is able to synthesize plausi-
ble and realistic variants of the original scenes under a wide
range of indoor scene environments. For example, the “of-
fice 3” scene shown in Fig. 1 contains a meeting table (or-

GSN SinGRAF

GSN SinGRAF

Figure 5. View consistency test with small rotations (15◦). We
check the 3D consistency of the neural fields generated by Sin-
GRAF and GSN by visualizing the scene from varying viewpoints.
GSN produces inconsistent discontinuities and abrupt structure
changes (i.e., plant in the right), while SinGRAF demonstrates
smooth and 3D-consistent view changes. Note that the shown
panorama naturally induces some image distortions.

ange), a sofa (grey), and a coffee table (white). Note how
our model is able to augment the room by duplicating, elon-
gating, or rotating the meeting table and the sofa. For the
“hotel 0” and “apartment 0” scenes shown in Figs. 4a, 4b,
our model was able to capture structural diversity of the
scenes while preserving the details and general appearance
of the scene. As shown in the results of “frl apartment 4”
(Fig. 4c) our model was able to generate scenes with very
different sizes by duplicating large scene structures. The
results in the “castle” scene, shown in Fig. 4d, features var-
ious structural changes along with the diversity of the num-
ber and locations of the chairs in the scene. Overall, Sin-
GRAF was able to synthesize a remarkable amount of varia-
tion across scenes, even when the scene is small and simple,
e.g., “office 3” or “hotel 0.”

On the other hand, applying the strongest current base-
line for scene generation, GSN [10], produces mode-
collapsed results without diversity for all of the tested
scenes. Quantitatively, as shown in Tab. 1, SinGRAF out-
performs GSN both in terms of realism and diversity.

Video Results. We urge readers to watch our supplemen-
tary videos to fully appreciate the quality and diversity of
our 3D scenes.

4.5. View-Consistent Scene Generation

We notice that even for the single-mode results of GSN,
the scene renderings are of suboptimal quality, contain-

8512



ing spurious blur (Fig. 4b) or unnaturally abrupt content
changes by viewpoints (Fig. 4a). We hypothesize that GSN
learned to generate plausible images but does not learn to
create consistent 3D structures. To test this hypothesis,
we visualize both GSN and our method when rotating the
panorama twice by 15◦ each (Fig. 5). For the case of GSN,
the slight change of viewpoints resulted in significant struc-
tural changes, for example changing the room or chang-
ing the shape of the furniture. In contrast, SinGRAF reli-
ably generates consistent images and scene structures with
varying viewpoints, indicating strong 3D awareness of the
learned representations.

4.6. Modeling Scene Dynamics

We highlight that SinGRAF is especially robust in cap-
turing scene dynamics since it does not rely on any pixel-
wise reconstruction loss. To verify this claim, we run our
method on the “frl apartment” scene in the Replica dataset
that has been captured with various configurations (5 differ-
ent scene setups). The synthesis results shown in Fig. 6 in-
deed confirm SinGRAF’s ability to train a high-quality gen-
erative model on scenes that are not static. Note that, given
diverse input configurations, SinGRAF was able to induce
more variations to the scenes, by reorganizing the objects in
the scenes. We note that training on these dynamic configu-
rations did not result in diverse scene generation of GSN –
it produced single mode outputs.

4.7. Towards Casually-captured Scenes

We also test our method “in the wild”, i.e., with captured
content rather than pre-scanned scenes. For this experiment,
we took 100 photographs of an outdoor apartment setting
using a consumer-level smartphone. This scene is particu-
larly challenging because it contains a lot of high-frequency
textures, such as trees and grass, and a large dark window
with view-dependent reflections. The camera setting also
makes the problem difficult, as the intrinsic parameters are
unknown and training images contain lens distortions. We
approximate the field of view of the cameras with 65◦, and
our model successfully generates variations with visually
pleasing quality, as shown in Fig. 7. The average LPIPS dis-
tance is 0.001 for GSN, and 0.372 and 0.444 for SinGRAF
at 1282 and 2562 image resolution, respectively. Although a
KID score is not available for this example, because we only
have 100 training images and no ground truth, this experi-
ment demonstrates the potential of SinGRAF to be applied
in the wild.

4.8. Analysis

We analyze the effects of our design decisions through
ablation studies next. The quantitative ablation results are
displayed in Tab. 2.
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Figure 6. Modeling scene dynamics. We train our model us-
ing 500 images from five different scene configurations of the
“frl apartment”. Our resulting generative model produces 3D
scenes with highly diverse variations of objects and structures,
e.g., the locations of furniture.
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Figure 7. Casually-captured scene. Given 100 input images pho-
tographed with a smartphone, our method is successful in generat-
ing high-quality variations of the 3D scene.

Patch Discrimination. As suggested by prior works on
single-image GAN, learning the scene-internal patch statis-
tics is crucial in inducing diversity into generated results.
Indeed, without the patch discrimination, i.e., using full-
scale (s = 1.0) images for adversarial training, results in a
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128× 128 256× 256
KID↓ Div.↑ KID↓ Div.↑

full & half-scale patches .183 .001 NA NA
progressive patches .046 .308 .068 .374
+ camera opt. .037 .295 .056 .368
+ perspective aug. .037 .335 .055 .408

Table 2. Ablation study. We ablate our model to study the effects
of patch discrimination, camera pose optimization, and perspec-
tive augmentation using the “frl apartment 4” scene. Note that
progressive patch scaling is essential for obtaining diverse scenes.
Camera distribution optimization improves image quality while
perspective augmentation maximizes scene diversity.

complete mode collapse of the model. Even when combin-
ing half-scale (s = 0.5) and full-sale (s = 1.0) patches as
a 50% mix, the training results in no diversity (first row of
Tab. 2), suggesting the importance of our progressive patch
scaling strategy.

Camera Pose Optimization. We test the importance
of our non-parametric camera distribution optimization
scheme described in Sec. 3.2. As expected, adjusting the
camera distributions result in higher realism of the gener-
ated outputs, resulting in lower KID scores (third row of
Tab. 2). On the other hand, the optimization scheme only
slightly hurts the diversity of the generation.

Perspective Augmentation. Given our low-data regime,
a possible way of maximizing the diversity is via data
augmentation strategies, e.g., perspective image augmen-
tation (see Sec. 3.2). As expected, applying perspective
image augmentation leads to higher diversity (fourth row
of Tab. 2). What we found interesting is that adding per-
spective augmentation of 15◦ did not result in lower KID
scores. This shows that perspective augmentation is an ef-
fective strategy in our setting.

Failure cases. We notice that for the “office 0” scene,
shown in Fig. 8, SinGRAF mode-collapses and fails to gen-
erate diversity. We believe that this occurs because the de-
tailed paintings on the walls uniquely identify the location
of the patches in relation to others.

Figure 8. Failure case of the “office 0” scene. The lack of diver-
sity for this scene is likely due to the paintings on the walls that
uniquely determine the relative locations of most patches.

5. Discussion
In this work, we take first steps towards a 3D generative

model for a single scene from a set of unposed images. Our
model, SinGRAF, is able to generate diverse and realistic
variations of the given scene while preserving the seman-
tics of human-made structures. In contrast to 2D single-
image GAN methods [41], which typically train a pyramid
of generators, SinGRAF is trained with a single generator
architecture, and is thus simple to implement and train. We
achieve this by continuously adjusting the patch scales dur-
ing training, leveraging the continuous neural fields repre-
sentation. Given the unposed and scarce nature of our image
data, we find it useful to optimize the camera pose distribu-
tions and apply perspective augmentations to the images.

Below we discuss three interesting implications of our
approach to the field of 3D computer vision.

Reconstructing Variations. SinGRAF, in a sense, recon-
structs the distribution of plausible 3D scenes given a set of
images. Traditionally, the 3D vision community largely fo-
cused on finding the most likely mode of the 3D scene for
reconstruction. Relaxing this constraint to instead sample
from the posterior distribution of scenes could lead to new
technologies or applications.

Unposed Reconstruction. SinGRAF does not use esti-
mated poses of the input images as it relies on an adver-
sarial rather than a pixel-wise loss. While SinGRAF, in its
current form, is not designed to accurately reproduce the
ground truth 3D scene, it might be extended to provide con-
trol of the narrowness of the distribution, depending on the
applications.

Dynamic Scene Reconstruction. In contrast to tradi-
tional 3D reconstruction methods, scene dynamics would
likely improve the quality and diversity of SinGRAF train-
ing (see Fig. 6). Such a trend implies that it could be easier
to extend SinGRAF to operate on highly dynamics scenes,
e.g., rock concerts, rather than developing physical models
to handle complex scene dynamics.

Limitations. The quality and diversity of the SinGRAF
outputs depend on the input images, scenes, and choice of
views, which are hard to predict or control. Moreover, Sin-
GRAF training is currently expensive and takes 1–2 days
per scene with a single RTX 6000 GPU, although it is com-
parable to existing 3D GANs (e.g., GSN). We expect im-
provements in the training speed with the development of
more efficient continuous representations, such as [7, 32].
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