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Abstract

End-to-end pedestrian detection focuses on training a pedestrian detection model via discarding the Non-Maximum Suppression (NMS) post-processing. Though a few methods have been explored, most of them still suffer from longer training time and more complex deployment, which cannot be deployed in the actual industrial applications. In this paper, we intend to bridge this gap and propose an Optimal Proposal Learning (OPL) framework for deployable end-to-end pedestrian detection. Specifically, we achieve this goal by using CNN-based light detector and introducing two novel modules, including a Coarse-to-Fine (C2F) learning strategy for proposing precise positive proposals for the Ground-Truth (GT) instances by reducing the ambiguity of sample assignment/output in training/testing respectively, and a Completed Proposal Network (CPN) for producing extra information compensation to further recall the hard pedestrian samples. Extensive experiments are conducted on CrowdHuman, TJU-Ped and Caltech, and the results show that our proposed OPL method significantly outperforms the competing methods.

1. Introduction

Pedestrian detection is a popular computer vision task, which has been widely employed in many applications such as robotics [20], intelligent surveillance [39] and autonomous driving [21]. It follows the conventional object detection pipeline and focuses on the detection of pedestrian. To improve the recall of pedestrians, the current popular pedestrian detectors always generate multiple bounding-box (bbox) proposals for a Ground-Truth (GT) instance during testing. And then the Non-Maximum Suppression (NMS) post-processing technique is used to guarantee the final precision of detection by removing the duplicated boxes.

However, the crowd density is usually high in some real-world pedestrian detection scenarios, e.g. city centers, railway stations, airports and so on. NMS often performs poorly in these crowd scenes due to the naive duplicate removal of NMS by a single Intersection-over-Union (IoU) threshold. For example, a lower threshold may cause the missed detection of some highly overlapped true positives while a higher threshold could result in more false positives. Some existing works have attempted to make some improvements, e.g. generating more compact bounding boxes [62, 68], soft suppression strategy [1], learning NMS function by extra modules [25] and dynamic suppression threshold [33]. However, these works still cannot achieve end-to-end training and easy deployment in actual industrial applications. To this end, a straightforward solution is to establish a fully end-to-end detection pipeline by discarding NMS. PED [30] and [71] have made some attempts by implementing a NMS-free pipeline for pedestrian detection. Both of them are query-based methods. Though achieving higher performances, they still suffer from longer training time, more complex deployment and larger computation costs and cannot be actually deployed on the resource limited devices in industrial applications. Therefore, obtaining a ‘light and sweet’ end-to-end pedestrian detector remains important.

Considering the possibility of deployment in actual industrial applications, performing NMS-free technique upon the one-stage anchor-free CNN-detector, e.g. FCOS [60], is more practical and attractive since it is much easier and efficient to be deployed on resource limited devices with light computational cost and less pre/post-processing. To achieve this goal, the CNN-detector should learn to adaptively and precisely produce true-positive pedestrian proposals at the correct locations as well as avoiding the duplicates. In general object detection, some works [53, 55, 61] propose to replace the commonly used one-to-many label assignment strategy with one-to-one label assignment during training. Specifically, for each GT instance, only one proposal will be assigned as positive sample while other candidate proposals are assigned as negatives.

However, this solution involves two challenges as follows: 1) Problem of ambiguous positive proposals for a
larger instance. Specifically, the ideal produced positive proposal should get a much higher confidence score than other near-by candidate proposals for the same GT instance. However, in fact, the extracted features of close-by proposals are similar since they usually share some common pixels of the same instance. It is difficult for the classification branch to find a compact classification decision-boundary to separate them apart. As a result, it confounds the further model optimization and reduces the precision of the output proposals; 2) Poor representation ability for tiny and occluded instances. Specifically, various scales and occlusion patterns of pedestrians involve a wide range of appearance changes. It is difficult to guarantee the confidence outputs from different appearances to be consistent with each other. Hard pedestrian samples with small scales or in heavy occlusion states are difficult to attain high confidence scores as those easy examples. Moreover, one-to-one label assignment only provides fewer positive training samples for learning these hard instances, further increasing the learning difficulty.

To tackle these issues, this paper proposes the Optimal Proposal Learning (OPL) framework for deployable end-to-end pedestrian detection. In OPL, we establish the overall framework upon CNN-based detector and then propose a Coarse-to-Fine (C2F) learning strategy for the classification branch so as to mitigate the issue of ambiguous positive proposals. Specifically, it is mainly achieved by progressively decreasing the average number of the positive samples assigned to each GT instances. C2F gives the classification branch chances of exploring the best classification decision-boundary via progressive boundary refinements. Moreover, to ease the problem of poor representation ability for hard instances, we propose a Completed Proposal Network (CPN). CPN is used to provide extra information compensation for the hard proposals and to give them more chances to be detected. Thus, we can get the reliable confidence scores for each proposal by combining the outputs of classification branch and CPN. The main contributions are summarized as follows:

- We propose Optimal Proposal Learning (OPL) framework for deployable end-to-end pedestrian detection.
- We design a Coarse-to-Fine (C2F) learning strategy, which progressively decreases the average number of positive samples assigned to each GT instance during training. C2F aims to give model chances of adaptively producing the precise positive samples without ambiguity.
- We propose a Completed Proposal Network (CPN) that can automatically provide extra compensation for the hard samples with different appearances. CPN is mainly used to further refine the proposal scores such that all pedestrians can be successfully recalled.

Extensive experiments conducted on CrowdHuman [49], TJU-Ped [45] and Caltech [16] demonstrate the superiority of the proposed OPL.

2. Related Work

End-to-End Object Detection. Recently, the fully end-to-end pipeline has become a new trend in general object detection, where NMS is eliminated from the pipeline and detection results are directly output without any post-processing. RelationNet [26] is one of the most pioneering works, which builds an object relation module to enhance the instance recognition and learn duplicate removal. Also, DETR [8] firstly utilizes the popular transformer architecture to model the relations between each object and the global image context, where encoder takes a set of learnable object queries as input and decoder directly outputs sparse detection results. However, the dense information interaction manner leads to high computation complexity, slow convergence duration and relatively poor performance on objects of small scales. To alleviate these issues, deformable DETR [77] limits the relatively large attention field in [8] to a small set of sampling locations for each object. What’s more, some other variants [14, 19, 57, 72] of DETR [8] also make some remarkable improvements. To entirely discard the dense manner, Sparse-RCNN [56] makes further explorations. It utilizes a small set of learnable proposals to replace the dense candidate anchor boxes in RPN [48]. Besides, dynamic heads are constructed to enable the interactions between proposal boxes and corresponding proposal features. Above methods can be generally called query-based methods. Moreover, when considering the efficiency requirements of industrial applications, building a simpler end-to-end object detector without any heuristic self-attention modules becomes an urgent issue. To tackle it, OneNet [55] and DeFCN [61] provide similar solutions, where the conventional one-to-many label assignment strategy in one-stage detectors is replaced by a one-to-one version. Though has been validated to be effective, assigning only one positive training samples for each GT usually makes the classification branch confused due to some ambiguous samples. To handle this dilemma, DeFCN [61] proposes auxiliary loss based on one-to-many label assignment and 3DMF module to facilitate training. These end-to-end detectors have achieved great success in general object detection, but does not consider more for the heavily crowded situation, i.e. Pedestrian Detection.

End-to-End Pedestrian Detection. Pedestrian detection has witness a rapid progress [2, 7, 22, 23, 34, 35, 50, 51, 70] in recent years. One stream of state-of-the-art works focus on occlusion handling [9, 10, 17, 18, 36, 38, 40–42, 44, 46, 52, 54, 59, 63, 64, 69, 73–75]. Almost all of them utilize NMS as a post-processing module to remove duplicated pedestrian proposals. However, NMS usually shows poor performance when crowded density is high. Many existing
Figure 1. The diagram of the proposed Optimal Proposal Learning (OPL) framework. In OPL, we propose two modules, i.e., Coarse-to-Fine (C2F) learning strategy and Completed Proposal Network (CPN), which jointly handle the challenging NMS-free problem. As shown by the toy example of C2F, where positive and negative training samples are represented by red and blue points respectively, in order to make the classification branch only propose a single final positive output for a GT instance, we propose to progressively decrease the training number of positive samples assigned to this GT instance. By doing this, model will adaptively refine the classification decision-boundary for learning and output the precise proposal, reducing the ambiguity issue in both training and testing phases. Moreover, in CPN module, we propose to introduce the utilization of the extra response compensation, so as to give the detector chances of recalling more hard instances. Then, the outputs of C2F and CPN are combined by the hadamard product to serve as the more reliable final scores for classification.

We show that the deployable end-to-end pedestrian detection with high performance and efficiency is feasible.

3. Optimal Proposal Learning

In this paper, we propose an Optimal Proposal Learning (OPL) pipeline to solve the end-to-end pedestrian detection problem. We establish the pipeline on top of FCOS [60], which is the widely used one-stage anchor-free detector.

3.1. Overview

Pedestrian detection is formulated as a multi-task learning problem of localizing a set of pedestrians by jointly optimizing the classification and bounding box regression sub-tasks in most well-established one-stage detectors. For an input image of \( H \times W \times 3 \), the predictions are confidence scores with size of \( N \times 1 \) and location coordinates with size of \( N \times 4 \), where \( N \) denotes the total number of predicted bboxes.

As shown in Fig. 1, the entire detection pipeline contains two parts: a backbone network (e.g., ResNet-50 [24]) with FPN [31] that extracts multi-scale feature maps from several pyramid levels, and a detection head with three separate branches that generate the final detection results. For efficiency, feature maps from all levels share the same detection head. The shared detection head has three components, i.e., regression branch, Completed Proposal Network (CPN) and classification branch. The original regression and classifica-
tion branches in FCOS have the same architecture, i.e. four conv. layers followed by an extra conv. layer for final detection results. For clarity, we call the first four conv. layers classification or regression sub-net. In this paper, the regression branch remains the same as FCOS. Additionally, we propose a Coarse-to-Fine (C2F) learning strategy especially for the classification branch, where the final conv. layer is replaced with a C2F module. Details of the proposed C2F and CPN will be described in Sec.3.2 and Sec.3.3 respectively. Taking an image I as input, a backbone network with FPN outputs the multi-scale feature maps \( \Phi(I) \) with different resolutions. Given \( \Phi(I) \), the detection results ‘Dets’ can be obtained as follows:

\[
\text{Dets} = \mathcal{H}(\Phi(I)) = \{B, S\},
\]

(1)

where the generated \( \{B, S\} \) represents the set of final detected bounding boxes \( B \) and corresponding scores \( S \). \( \mathcal{H}(\cdot) \) represents the shared detection head for all feature maps. In our pipeline, \( \mathcal{H}(\cdot) \) contains three elements, i.e. \( \text{Reg}(\cdot) \), \( \text{Cls}(\cdot) \) and \( \text{CPN}(\cdot) \), which denote regression branch, classification branch and the proposed CPN respectively. They can be formulated as:

\[
\begin{align*}
\text{Reg}(\Phi(I)) &= \{B, f_{\text{reg}}\}, \\
\text{Cls}(\Phi(I)) &= \{S_{\text{cls}}, f_{\text{cls}}\}, \\
\text{CPN}(f_{\text{cls}}, f_{\text{reg}}) &= S_{\text{cpn}}, \\
\mathcal{S} &= S_{\text{cls}} \cdot S_{\text{cpn}}
\end{align*}
\]

(2)

Following FCOS, we view all locations in feature maps as training samples. Every training samples will be labeled as positives or negatives according to the label assignment strategy. The OPL pipeline can be trained fully end-to-end by optimizing the following loss function:

\[
\mathcal{L} = L_{\text{reg}}(L) + L_{\text{cls}}(S) + L_{c2f},
\]

(3)

where \( L_{\text{reg}} \) is IoU loss; \( L_{\text{cls}} \) is focal loss [32], in which class labels are generated by one-to-one label assignment strategy as in [61]; \( L_{c2f} \) is the loss used in C2F strategy and will be introduced in Sec.3.2.

### 3.2. Coarse-to-Fine Learning

The classification sub-task aims to find a decision-boundary to distinguish the pedestrian samples from other background samples. The main challenges come from occlusions, crowd density, different clothes and so on. If NMS is discarded from the detection pipeline, the challenge will further upgrade as the classification branch becomes the only source for distinguishing a single positive proposal from numerous close-by candidates. This new challenge can be described as one-to-one classification, i.e. one instance one proposal. Concretely, in the local area of a GT instance, only one positive proposal is expected to get high confidence score, while the other candidate proposals are expected with relatively lower scores. To this end, a common approach in general object detection [55,61] is to replace the conventional one-to-many label assignment strategy with a one-to-one counterpart, such that the model can be trained with a more strict classification objective. However, this solution cannot solve the problem fundamentally since CNN-based models are likely to extract similar appearance features for near-by candidate proposals especially in salient body parts of the same pedestrian. In other words, the one-to-one classification target has conflicts with the characteristic of CNN. As a result, many duplicate/ambiguous proposals will still be generated regardless of whether this one-to-one label assignment strategy is used. For example, as shown in the left of Fig.2(a), duplicated near-by bounding boxes are produced with high scores. These false positives with high confidence scores will damage the final detection precision. Then the auxiliary loss [61] is proposed to try to help the model mitigate the ambiguity of sample learning by separately learning one-to-many and one-to-one targets. However, it still fails to produce precise bboxes to some extent as shown in the middle column of Fig.2(a), since the combination of one-to-many and one-to-one optimization is too straightforward to guide the model to learn unambiguous knowledge.

Considering the above issues, a more effective learning strategy should be explored to guide the model towards the strict classification targets. Motivated by the popular “Coarse-to-Fine” idea, we attempt to learn “Coarse-to-Fine” feature representations via progressively classification boundary refinement. We present a toy model in Fig.1 to illustrate our idea. Concretely, we first loose the label assignment by assigning many positive samples, so as to provide sufficient supervision to make the model learn coarse but rich features. On this basis, we further tighten the assignment rule step by step. Then the classifier can have more chances to explore the best decision-boundary. During this training period, the learned features are getting finer and finer, the final decision-boundary is getting clearer and easier to be found. Specifically, the sequential progressive learning strategy can maintain the optimal optimization direction as any deviation will be corrected by the next more strict classification objectives. As shown in the right of Fig.2(a), only one bounding box is produced for the corresponding GT instance with high scores. We call this proposed learning approach Coarse-to-Fine (C2F) learning strategy.

We realize the C2F pipeline based on several stacked classification blocks, as depicted in Fig.2(b). We first define a basic classification block which consists of two conv. layers as presented in Fig.2(c). The upper conv. layer connects with adjacent blocks and the bottom one generates confidence scores for all proposals that supervised by a classification branch. This new classification loss should be explored to guide the model towards the strict classification targets. Motivated by the popular “Coarse-to-Fine” idea, we attempt to learn “Coarse-to-Fine” feature representations via progressively classification boundary refinement. We present a toy model in Fig.1 to illustrate our idea. Concretely, we first loose the label assignment by assigning many positive samples, so as to provide sufficient supervision to make the model learn coarse but rich features. On this basis, we further tighten the assignment rule step by step. Then the classifier can have more chances to explore the best decision-boundary. During this training period, the learned features are getting finer and finer, the final decision-boundary is getting clearer and easier to be found. Specifically, the sequential progressive learning strategy can maintain the optimal optimization direction as any deviation will be corrected by the next more strict classification objectives. As shown in the right of Fig.2(a), only one bounding box is produced for the corresponding GT instance with high scores. We call this proposed learning approach Coarse-to-Fine (C2F) learning strategy.
st instance according to the qualities of classification predictions from this block and localization predictions from regression branch simultaneously. The $i$-th classification block can be optimized as follows:

$$L_i = \frac{1}{N_{pos,i}} \sum_{x,y} L_{cls}(s_{x,y,i}, c^*_{x,y,i}),$$

where $L_{cls}$ is focal loss in [32]. For each location $(x, y)$, $s_{x,y,i}$ represents the confidence score predicted by the $i$-th classification block and $c^*_{x,y,i}$ is the corresponding class label assigned by ‘One-to-$M_i$’ rule. If location $(x, y)$ is a positive sample, $c^*_{x,y,i} = 1$, otherwise $c^*_{x,y,i} = 0$. $N_{pos,i}$ denotes the total number of positive samples in $i$-th classification block. The summation is calculated over all locations on the feature maps. Note that only scores predicted by the last classification block participate in inference.

A large $M_i$ introduces more sufficient positive training samples for relatively coarse feature learning, while a smaller $M_i$ produces positive samples in high quality for feature refinement. To achieve the progressively refinement, we maintain $M_{i-1} > M_i (i = 1, 2, \ldots, n)$. As the features passed through $n$ classification block with more and more strict label assignment, the network can progressively find a classification boundary to meet the training target, i.e. one-to-one classification. Then the overall loss function for the C2F module is as follows:

$$L_{c2f} = \sum_{i=1}^{n} L_i$$

### 3.3. Completed Proposal Network

C2F has made an attempt to explore a better classification decision-boundary. However, the learning mechanism of classification branch essentially makes it pay more attention to the salient human parts of pedestrians so as to learn discriminative features. Meanwhile, some hard instances may be neglected since the key parts of them are occluded. Also, some instances with small scales have insufficient resolutions to get distinctive representations. As a result, the model may get poor representation ability for those tiny and occluded hard instances. Moreover, in one-to-one label assignment manner, this problem will get worse due to the less positive training samples. For example, as shown in the left of Fig.3.(a), the left-most hard sample gets a much lower confidence score (lower than 0.1) than right easy ones.

To tackle this problem, we establish a Completed Proposal Network (CPN) to generate more robust and unbiased representations for instances in various difficulty levels and further facilitate one-to-one classification task. To take full use of extracted information, CPN takes features extracted from both classification and regression branch as
input. Classification features (denoted as \(f_{cls}\)) focus on discriminative parts of pedestrians, while regression features (denoted as \(f_{reg}\)) are learned to locate the full human body with its boundaries. Two streams of features with different training objectives provide rich information from different perspectives, which can help CPN learn more robust representations. Figure 3(b) depicts the whole pipeline of CPN, which contains three flows, namely \(F_1\), \(F_2\) and \(F_3\).

Given \(f_{cls}\) and \(f_{reg}\) in hand, these three flows deal with them in different ways. \(F_1\) is a residual flow without any extra operations. It ensures all proposals have chances to participate in the end-to-end optimization process so as to avoid over-fitting issue. \(F_1\) can be formulated as:

\[
F_1 = C(f_{cls}, f_{reg}), \tag{6}
\]

where \(C(\cdot)\) denotes the concatenation operation.

Furthermore, in order to recall more hard instances, we construct \(F_2\) that leverages local maximum values to enhance the distinction of local regions, which is realized by a new module, i.e. Multi-scale Feature Enhancement (MSFE). As shown in Fig.3(c), MSFE gathers features in adjacent features levels and transforms their resolutions to the same as the current level by the bilinear interpolation operation. Then, these features are passed to a 3d max pooling layer. By this way, the maximum value in a range of nearby region across adjacent levels is searched to update the value in each location. Thus, the responses of missed hard proposals could be increased since their values are likely to be replaced with well-learned ones of high responses. This process can be formulated as:

\[
F_2 = \text{MSFE}(\text{Conv}(C(f_{cls}, f_{reg}))) \tag{7}
\]

Despite \(F_2\) can provide some response compensation to hard samples, it may bring in two problems as follows: 1) Noise propagation. Local maximum values are not always reliable, especially in the early training stage. Their corresponding proposals may be outliers, false positives, which can be seen as noises. \(F_2\) may aggravate the errors since it transfers them to other proposals. 2) Missing gradients of hard proposals. Hard proposals may lose the chance to participate in further optimization since essentially it has been replaced by other sample in back-propagation process. We show a detection example in the middle column of Fig.3(a) to illustrate this problem, where some false positives are generated and some hard examples are still missed. To address above problems, \(F_3\) is designed to provide an additional path especially for hard samples. We have mentioned that classification features are biased to salient human parts. Also, regression features are biased to larger instances since the training targets (i.e. offsets from four boundaries) of large instances are relatively larger than small ones. Motivated by this, We attempt to apply a negation function on \(f_{reg}\) to reverse it so that the small instances can get higher responses than large ones. However, the background pixels will also get high response, so we introduce the classification feature to alleviate the bad influence by backgrounds. Specifically, we pass the resulted feature to a MSFE so as to further enhance local features. \(F_3\) can catch hard samples and give additional enhancement way to them. The process can be formulated as:

\[
f_1 = C(f_{cls}, f_{reg}), \quad f_2 = \sigma(\text{Conv}(C(\text{Neg}(f_{reg}), f_{cls}))),
F_3 = \text{MSFE}(f_1 \cdot f_2), \tag{8}
\]

where \(\sigma(\cdot)\) is the Sigmoid function and \(\text{Neg}(\cdot)\) is the negation function. Finally, the output scores of CPN can be obtained by:

\[
S_{cpn} = \sigma(\text{Conv}(\text{ReLU}(\text{GN}(F_1 + F_2 + F_3)))), \tag{9}
\]

where three flows are combined by an element-wise addition and several extra operations (i.e. Group Normalization, ReLU function, a conv. layer and Sigmoid function) to get
final scores for all proposals, which serve as auxiliary scores for one-to-one classification. By this way, we can get ideal detections as shown in the third column of Fig.3(a).

4. Experiments

Datasets: We evaluate our methods on three of the largest pedestrian detection datasets, i.e., CrowdHuman [49], TJU-Ped [45] and Caltech [16]. CrowdHuman is a challenging dataset with about 23 persons per image involving various complex and crowded scenes. It contains 15,000 training images and 4,370 validation images. TJU-Ped is a recently released diverse high-resolution dataset including two sets, i.e., TJU-Ped-campus (55,088 images with 329,623 instances) and TJU-Ped-traffic (20,338 images with 43,618 instances). Caltech is a popular dataset with approximately 10 hours of video, where the train and test sets contain 42,782 and 4,024 images respectively.

Evaluation Settings: Following the literature of pedestrian detection, we consider mMR as the main evaluation metric, which is the log-average miss rate over False Positives Per Image (FPPI) ranging in $[10^{-2}, 10^0]$. The lower mMR is better. In some experiments, Average Precision (AP) and Recall are included for reference. What’s more, some subsets are used for evaluation, i.e., the reasonable set (R) with visibility in $[0.65, 1]$, the reasonable small set (RS) with height in $[50,75]$ and visibility in $[0.65, 1]$, the reasonable heavy occlusion set (HO) with visibility in $[0.2, 0.65]$, R+HO and the all set (A). All subsets except RS contain pedestrians with height larger than 50. In all presented tables, best results are in bold.

Training Details: Our default backbone network is ResNet-50 [24] pre-trained on ImageNet [15] unless otherwise specified. For experiments on CrowdHuman and Caltech, we utilize 4 GPUs (Tesla-V100) with 2 images per GPU. For TJU-Ped, we utilize 8 GPUs (Tesla-V100) with 2 images per GPU. Note that the concrete label assignment rules is not the main issue of this paper. We exploit the one-to-one and one-to-many label assignment strategy in [61].

4.1. Comparisons with State-of-the-arts

Comparisons on CrowdHuman: On CrowdHuman dataset, our OPL significantly outperforms other state-of-the-art NMS-based and NMS-free detectors as shown in Tab.1. Specifically, our OPL achieves 0.7% mMR and 1.5% AP and 3.7% Recall absolute gains over the most related NMS-free pedestrian detector PED [30]. For fair comparisons, we only consider the results of PED [30] with no usage of visible boxes.

Comparisons on TJU-Ped: We compare our OPL with state-of-the-arts on TJU-Ped-campus and TJU-Ped-traffic as presented in Tab.2 and Tab.3 respectively. It can be seen that our OPL achieves the consistent best performance on all subsets. Specifically, results on RS and HO can reflect our superior performance for hard instances.

4.2. Ablation Study on CrowdHuman

In this section, we conduct an ablation analysis on CrowdHuman dataset. All models are trained on CrowdHuman training set and evaluated on val set.

Components of OPL: To analyze the effectiveness of
to the baseline, whose result is also shown in the fourth line of Tab. 5. It can be seen our proposed C2F with multiple learning steps yields remarkable improvements over the baseline. Finally, the entire OPL pipeline with both C2F and CPN performs ablation study on each component. Table 5 summarizes the results. We first train a baseline detector without C2F and CPN, which directly applies one-to-one label assignment on FCOS [60] without the center-ness branch and NMS post-processing. Based on it, we add the C2F module and yield 2.1% mMR absolute gain. Also, we build CPN on top of the baseline detector and combine the outputs of original classification branch and CPN to get final scores for all proposals. It can be seen that CPN can obtain 2.3% mMR and 0.3% AP gains over the baseline. Finally, the entire OPL pipeline with both C2F and CPN achieves a significant improvement over the baseline, i.e. 4.4% mMR, 0.7% AP, which confirms the effectiveness of our proposed OPL.

**Architectures of C2F:** Table 6 studies the different architectures of C2F. The detector with CPN alone serves as the baseline, whose result is also shown in the fourth line of Tab.5. It can be seen our proposed C2F with multiple learning steps yields remarkable improvements over the baseline, which indicates that our progressive learning strategy can help the model explore the best classification decision-boundary during the process of supervised sequential refinements. Specifically, C2F-2step with \( M = \{16, 4\} \) obtains the best performance. This demonstrates that the 2-step refinement is enough for decision-boundary exploration and a ‘steep’ label assignment transformation can provide more obvious clues for optimization direction.

**Components of CPN:** In Tab.7, we perform ablations on components of CPN. The detector with CPN alone in the third line of Tab.5 is reused as the baseline here. As a residual flow, \( F_1 \) can raise 0.2% mMR gain, which indicates that the combined information from both regression and classification branches can benefit the one-to-one classification, even though obtained by the simplest concatenation. On this basis, we add \( F_2 \) and obtain a further 1.0% mMR gain. This shows that the local maximum values can help amend the local responses to some extent. Based on it, \( F_3 \) yields another 1.1% mMR gain, which reflects that the additional response compensation for hard samples can effectively improve the miss rate. In general, the entire version of CPN outperforms baseline significantly by 2.3% mMR.

**Larger Backbone:** To further demonstrate the effectiveness and robustness of OPL, we conduct an experiment with a larger backbone, i.e. ResNet-101 [24], which is also pre-trained on ImageNet [15]. Table 8 shows the result comparison. We can find that the performance gain obtained by using a larger backbone is not that remarkable as expected, i.e. 0.2% mMR. This phenomenon illustrates that there is no need to extract richer features from a larger backbone network as our proposed OPL can address the end-to-end pedestrian detection task well based on a smaller backbone network with less computation cost. In general, our OPL achieves an excellent balance between cost and performance, which serves as a deployable solution for actual applications.

**5. Conclusion**

This paper has presented an Optimal Proposal Learning (OPL) detection pipeline for deployable end-to-end pedestrian detection. To reduce the classification ambiguity, a Coarse-to-Fine (C2F) learning strategy is designed to progressively learn precise positive proposals via sequential classification decision-boundary refinement. To further improve the detection performance of hard pedestrian samples, we propose a Completed Proposal Network (CPN) to provide extra information compensation for hard proposals. Extensive experiments have validated the effectiveness of our proposed methods. We hope that our OPL can serve as a strong alternative of existing mainstream pedestrian detectors in actual industrial applications. The core idea of OPL might also be applied on pipelines for other detection tasks or benefit other instance-level tasks. We will make more explorations in future work.

**Acknowledgement.** This work was funded by National Natural Science Foundation of China under Grant No.62076034. We hereby give specific thanks to Alibaba Group for their contribution to this paper.
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**Table 5. Effects of components of OPL on CrowdHuman val set.**

<table>
<thead>
<tr>
<th>C2F</th>
<th>CPN</th>
<th>mMR↓</th>
<th>AP</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>49.3</td>
<td>90.3</td>
<td>97.8</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>47.2</td>
<td>90.3</td>
<td>97.7</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>47.0</td>
<td>90.6</td>
<td>97.7</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td><strong>44.9</strong></td>
<td><strong>91.0</strong></td>
<td><strong>97.7</strong></td>
</tr>
</tbody>
</table>

**Table 6. Ablation study of different architectures of C2F on CrowdHuman val set.**

<table>
<thead>
<tr>
<th>Method</th>
<th>n ( {M_1, \ldots, M_n} )</th>
<th>mMR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>-</td>
<td>47.0</td>
</tr>
<tr>
<td>C2F-1step</td>
<td>1 ( {4} )</td>
<td>46.1</td>
</tr>
<tr>
<td></td>
<td>1 ( {9} )</td>
<td>45.8</td>
</tr>
<tr>
<td></td>
<td>1 ( {16} )</td>
<td>46.4</td>
</tr>
<tr>
<td>C2F-2step</td>
<td>2 ( {16, 9} )</td>
<td>45.8</td>
</tr>
<tr>
<td></td>
<td>2 ( {9, 4} )</td>
<td>45.7</td>
</tr>
<tr>
<td></td>
<td>2 ( {16, 4} )</td>
<td><strong>44.9</strong></td>
</tr>
<tr>
<td>C2F-3step</td>
<td>3 ( {16, 9, 4} )</td>
<td>45.3</td>
</tr>
</tbody>
</table>

**Table 7. Ablations of components of CPN on CrowdHuman val set.**

<table>
<thead>
<tr>
<th>Method</th>
<th>n ( {F_1, F_2, F_3} )</th>
<th>mMR↓</th>
<th>Backbone</th>
<th>mMR↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>ResNet-50</td>
<td>44.9</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>ResNet-101</td>
<td><strong>44.7</strong></td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td><strong>44.9</strong></td>
<td></td>
</tr>
</tbody>
</table>
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