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Abstract

This paper shows that it is possible to learn models for
monocular 3D reconstruction of articulated objects (e.g.
horses, cows, sheep), using as few as 50-150 images la-
beled with 2D keypoints. Our proposed approach involves
training category-specific keypoint estimators, generating
2D keypoint pseudo-labels on unlabeled web images, and
using both the labeled and self-labeled sets to train 3D re-
construction models. It is based on two key insights: (1)
2D keypoint estimation networks trained on as few as 50-
150 images of a given object category generalize well and
generate reliable pseudo-labels; (2) a data selection mech-
anism can automatically create a “curated” subset of the
unlabeled web images that can be used for training — we
evaluate four data selection methods. Coupling these two
insights enables us to train models that effectively utilize
web images, resulting in improved 3D reconstruction per-
formance for several articulated object categories beyond
the fully-supervised baseline. Our approach can quickly
bootstrap a model and requires only a few images labeled
with 2D keypoints. This requirement can be easily satisfied
for any new object category. To showcase the practicality
of our approach for predicting the 3D shape of arbitrary
object categories, we annotate 2D keypoints on 250 giraffe
and bear images from COCO in just 2.5 hours per category.

1. Introduction

Predicting the 3D shape of an articulated object from
a single image is a challenging task due to its under-
constrained nature. Various successful approaches [14, 19]
have been developed for inferring the 3D shape of humans.
These approaches rely on strong supervision from 3D joint
locations acquired using motion capture systems. Similar
breakthroughs for other categories of articulated objects,
such as animals, remain elusive. This is primarily due to the
scarcity of appropriate training data. Some works (such as
CMR [15]) learn to predict 3D shapes using only 2D labels
for supervision. However, for most object categories even
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Figure 1. Overview of the proposed framework. It includes:
(a) training a category-specific keypoint estimator with a limited
labeled set S, (b) generating keypoints pseudo-labels on web im-
ages, (c) automatic curation of web images to create a subset U’,
and (d) training a model for 3D shape prediction with images from
Sand U/’

| (c) Data Selection o (d) Train 3D Shape Predictor

2D labels are limited or non-existent. We ask: how can we
learn models that predict the 3D shape of articulated ob-
Jjects in-the-wild when limited or no annotated images are
available for a given object category?

In this paper we propose an approach that requires as few
as 50-150 images labeled with 2D keypoints. This labeled
set can be easily and quickly created for any object category.
Our proposed approach is illustrated in Figure 1 and sum-
marized as follows: (a) train a category-specific keypoint
estimation network using a small set S of images labeled
with 2D keypoints; (b) generate 2D keypoint pseudo-labels
on a large unlabeled set I/ consisting of automatically ac-
quired web images; (c) automatically curate I/ by creating
a subset of images and pseudo-labels U’ according to a se-
lection criterion; (d) train a model for 3D shape prediction
with data from both S and U/,

A key insight is that current 2D keypoint estimators
[30, 34, 38] are accurate enough to create robust 2D key-
point detections on unlabeled data, even when trained with
a limited number of images. Another insight is that images
from U increase the variability of several factors, such as
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Figure 2. Given a small set S of images labeled with 2D keypoints, we train a 2D keypoint estimation netowrk hg and generate keypoint
pseudo-labels on web images (set If). We select a subset of I/ to train a 3D shape predictor fs. Two methods for data selection can be seen
here: (a) CF-CM: an auxiliary 2D keypoint estimator gy, generates predictions on U/ and images with the smallest discrepancy between
the keypoint estimates of h, and g, are selected (criterion (c)); (b) CF-CM?: fj is trained with samples from S and generates predictions
on U. Images with the smallest discrepancy between the keypoint estimates of hy and fy are selected (criterion (d)) to retrain fo.

camera viewpoints, articulations and image backgrounds,
that are important for training generalizable models for 3D
shape prediction. However, the automatically acquired web
images contain a high proportion of low-quality images
with wrong or heavy truncated objects. Naively using all
web images and pseudo-labels during training leads to de-
graded performance as can be seen in our experiments in
Section 4.2. While successful pseudo-label (PL) selection
techniques [4, 5, 23, 29, 40] exist for various tasks, they
do not address the challenges in our setting. These works
investigate PL selection when the unlabeled images come
from curated datasets (e.g. CIFAR-10 [20], Cityscapes [60]),
while in our setting they come from the web. In addition,
they eventually use all unlabeled images during training
while in our case most of the web images should be dis-
carded. To effectively utilize images from the web we inves-
tigate four criteria to automatically create a “curated” sub-
set that includes images with high-quality pseudo-labels.
These contain a confidence-based criterion as well as three
consistency-based ones (see Figure 2 for two examples).

Through extensive experiments on five different articu-
lated object categories (horse, cow, sheep, giraffe, bear) and
three public datasets, we demonstrate that training with the
proposed data selection approaches leads in considerably
better 3D reconstructions compared to the fully-supervised
baseline. Using all pseudo-labels leads to degraded perfor-
mance. We analyze the performance of the data selection
methods used and conclude that consistency-based selec-
tion criteria are more effective in our setting. Finally, we
conduct experiments with varying number of images in the
labeled set S. We show that even with only 50 annotated
instances and images from web, we can train models that
lead to better 3D reconstructions than the fully-supervised
models trained with more labels.

2. Related Work

Monocular 3D shape recovery. The task of 3D shape re-
covery from a single image is solved considerably well for
the human category, with many approaches achieving im-
pressive results [14, 17, 19,31]. Their success can be at-
tributed to the existence of large datasets with 3D [13,27]
and 2D annotations [1,26]. However for other articulated
object categories, such as animals, datasets with 3D annota-
tions do not exist and even 2D labels are scarce and in some
cases not available.

Recent works [10, 15, 18,21,22,24] have addressed sev-
eral aspects of this problem. In CMR [15], the authors
train a system for monocular 3D reconstruction using 2D
keypoint and mask annotations. Although their approach
works well, it relies on a large number of 2D annotations,
such as 6K training samples for 3D reconstruction of birds
in CUB [36], which limits its direct applicability to other
categories. Follow-up works [10, 24] attempt to eliminate
this reliance by using part segmentations [24] or mask la-
bels [10], but their performance is still inferior to CMR [15],
and they require mask or part segmentation annotations dur-
ing training, which are not always available. Instead, we
propose a novel approach that addresses the scarcity of 2D
keypoint annotations by effectively utilizing images from
the web.

In [18], ACFM leverages temporal information for su-
pervision and applies the learned model on a per-frame ba-
sis. In [21,22] the authors generate 3D reconstructions in
the form of a rigid [22] or articulated [2 ] template, training
their models with masks and 2D keypoint labels from Pas-
cal VOC [9] and predicted masks (using Mask-RCNN [11])
from ImageNet [7]. Despite using only a small labeled set
and mask pseudo-labels, their approach is not fully auto-
matic as they manually select the predicted masks for their
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training set. Another line of work [2, 33], regresses the pa-
rameters of a statistical animal model [4 1], but their work
only reconstructs the 3D shape of dogs, for which large-
scale 2D annotations exist [2]. BARC [33] also uses a
datasest with 3D annotations during a pre-training stage.

Learning with keypoint pseudo-labels. The use of key-
point pseudo-labels has been widely investigated in various

works related to 2D pose estimation [3,8,23,28,29,32,39].
In [32, 39], the authors investigate learning with keypoint
pseudo-labels for human pose estimation, while in [3,23,29]

the goal is to estimate the 2D pose of animals. In the case
of animal pose estimation, PLs are used for domain adapta-
tion from synthetic data [23,29] or from human poses [3].
What is common across these works is that they integrate
PLs into the training set (in some cases progressively) and
that at the end of the process all samples from the unla-
beled set are included. This is not an issue as images in the
unlabeled set come from curated datasets. While these ap-
proaches can potentially enhance the quality of PLs, a data
selection mechanism is still necessary in our case because
the unlabeled images come from the web, and most of them
should be discarded. To this end, we adapt PL selection
criteria form previous works, such as keypoint confidence-
based filtering from [3] and multi-transform consistency
from [23,29,32], to automatically curate the acquired web
images.

3. Approach

Given a labeled set S = {(Ii(s),xi)}{v'* comprising of
N, images with paired 2D keypoint annotations and an un-
labeled set2f = {1} containing N,, unlabeled images,
our goal is to learn a 3D shape recovery model by effectively
utilizing both labeled and unlabeled data. We use a limited
annotated set N, and unlabeled images from the web, thus
N, is much larger than N;. We investigate how keypoint
pseudo-labeling on unlabeled images can improve exist-
ing 3D reconstruction models. CMR [15] and ACSM [21]
are chosen as two canoncial examples. Next, we present
some relevant background on monocular 3D shape recov-
ery, CMR and ACSM, while in Section 3.2 we present our
proposed approach.

3.1. Preliminaries

Given an image [ of an object, its 3D structure is recov-
ered by predicting a 3D mesh M and camera pose 7 with a
model fy whose parameters 6 are learned during training.
CMR. The shape in CMR [15] is represented as a 3D mesh
M = (V, F) with vertices V € RIVI*? and faces F, and
is homeomorphic to a sphere. Given an input image I,
CMR uses ResNet-18 [12] to acquire an image embedding,
which is then processed by a 2-layer MLP and fed to two
independent linear layers predicting vertex displacements

Ay € RIVIX3 from a template shape 7' € RIVI*3 and the
camera pose. The deformed 3D vertex locations are then
computed as V' = T + Ay. A weak-perspective camera
model m = (s,t,q) is used, where s € Ry is the scale,
t € R? the translation and q € R* the rotation of the cam-
era in unit quaternion parameterization. Thus, CMR learns
to predict fo(I) = (Ay, ). We refer the reader to [15] for
more details.

ACSM. The shape in ACSM [21] is also represented as
a 3D mesh M = (V,F). The mesh M is a pre-defined
template shape for each object category with fixed topol-
ogy. Given a template shape 7T, its vertices are grouped
into P parts. As a result, for each vertex v of T" an asso-
ciated membership a, € [0, 1] corresponding to each part
p € {1,..., P} is produced. The articulation § of this tem-
plate T' is specified as a rigid transformation w.r.t. each par-
ent part, i.e. § = {(t,, R,)}, where the torso corresponds to
the root part in the hierarchy. Given the articulation param-
eters 0, a global transformation 7,(-,d) for each part can
be computed using forward kinematics. Thus, the position
of each vertex v of T after articulation can be computed as
>, apTp(v,6). Therefore, to recover the 3D structure of an
object with ACSM we need to predict the camera pose m
and articulation parameters §. ACSM [21] uses the same
image encoder with CMR [15]. The camera pose is pa-
rameterized and predicted as in CMR, while independent
fully-connected heads regress the articulation parameters .
Thus, ACSM learns to predict fo(I) = (d, 7). For more
details, we refer the reader to [21].

Keypoint and mask supervision. CMR and ACSM are
supervised with 2D annotations, by ensuring that the pre-
dicted 3D shape matches with the 2D evidence when pro-
jected onto the image space using the predicted camera.
Let’s assume k 2D keypoint locations z; € R¥*2 as la-
bel for image I;. Each one of these k 2D keypoints has a
semantic correspondence with a 3D keypoint. The 3D key-
points can be computed from the mesh vertices. In CMR
the location of 3D keypoints is regressed from that of the
mesh vertices using a learnable matrix A, while mesh ver-
tices corresponding to 3D keypoints are pre-determined for
ACSM. This leads to k£ 3D keypoints X; € RF*3 that can
be projected onto the image using the predicted camera 7.
In this setting, keypoint supervision is provided using a re-
projection loss on the keypoints:

Lip = [|2; — 7(X3)||2- (1)

Similarly, assuming an instance segmentation mask m; is
provided as annotation for I;, we can render the 3D mesh
M = (V;, F) through the predicted camera 7; using a dif-
ferentiable renderer [16] R(-) and provide mask supervision
with the following loss:

Lmask = Hmz - R(V;, Fa 7%1)”2 (2)
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In ACSM, a second network fy, is trained to map each pixel
in the object’s mask to a point on the surface of the template
shape. This facilitates computation of several mask losses.
In our experiments with ACSM we only train network fy
with the keypoint reprojection loss in Eq. (1).

3.2. 3D Shape Recovery Approach

Our proposed approach involves the following steps: (1)
annotation of 2D keypoints on N, images (when no labels
are available for the given category) to create a labeled set
S; (2) training a 2D keypoint estimation network with sam-
ples from S and generating 2D keypoint pseudo-labels on
an image collection from the web (unlabeled set I/); (3) se-
lecting data from U/ to be used for training according to a
criterion; (4) training a 3D shape predictor with samples
from S and U. We explain all the steps in detail below.
Data annotation. We annotate Ng images with 2D key-
points, following standard keypoint definitions used in ex-
isting datasets. For instance, we use 16 keypoints for
quadruped animals as defined in Pascal [9]. The only re-
quirement is to annotate images containing objects with the
variety of poses and articulations we wish to model.
Generating keypoint pseudo-labels. In pseudo-labeling
an initial model is trained with labels from a labeled set S
and is used to produce artificial labels on an unlabeled set
U. In this work, instead of tasking the 3D shape predictor
fo to produce pseudo-labels for itself, we propose to gen-
erate 2D keypoint pseudo-labels using the predictions of a
2D keypoint estimation network [38] hy. This is a natural
option since 2D keypoint estimators are easier to train with
limited data and yield more precise detections compared to
reprojected keypoints obtained from a 3D mesh.

Most current methods for 2D pose estimation [30,34,38]
solve the task by estimating K gaussian heatmaps. Each
heatmap encodes the probabiblity of a keypoint at a loca-
tion in the image. The location of each keypoint can be
estimated as the location with the maximum value in the
corresponding heatmap, while that value can be used as a
confidence estimate for that keypoint. We train a 2D key-
point estimation network h, with labels from & and use
it to generate keypoint pseudo-labels on /. As such, the
unlabeled set is now U, = {(I", "), &™)} N, where
:i’l(u) € R**2 are the estimated locations and Egu) € [0,1]%
the corresponding confidence estimates for k keypoints of
interest in image I.".

Learning with keypoint pseudo-labels. Given a labeled
set S = {(Ii(s), x;)}IV® containing images with keypoint
labels z;, we train fy using the supervised loss:

Ns
L3, =3 llwi — #(X3)f2, 3)
=1

where 7 is the predicted camera pose and X, the 3D key-

points computed from 3D mesh vertices V;. Similarly, given
aset Uy = {(I™, 2", e")}Ne comprising of images
with keypoint pseudo-labels (Z;, ¢;), we train using the fol-
lowing modification of the keypoint reprojection loss:

Nu
L, = léi(@ — #(X))|l2- 4)
=1

We can train using data from both S and U with the fol-
lowing objective: L = pr + LkUp. However, as Ns < N,,
the training process is dominated by samples from .
When the quality of samples in U, is low, as it is the case
with uncurated data from the web, training with all the sam-
ples from the unlabeled set leads to degraded performance.
To mitigate this issue, we train using a subset of Uy con-
taining useful images and high-quality pseudo-labels that
are chosen according to a selection criterion.

3.2.1 Data Selection

Given a number of images N to be used by Uy, we select
them according to one of the following criteria.

Keypoint Confidence. This method, referred to as KP-
conf, selects samples from Uy based on the confidence score
of the PLs. In particular, it selects N images with with the
highest per-sample sum of keypoint confidences ) _, é,g“).
Multi-Transform Consistency. Intuitively, if one scales or
rotates one image the prediction of a good 2D keypoint esti-
mator should change accordingly. In other words, it should
be equivariant to the those geometric transformations. We
can thus use the consistency to multiple equivariant trans-
formations to select the images with high-quality PLs. We
denote this consistency-filtering approach as CF-MT.
Cross-Model Consistency. Using this consistency filtering
approach, referred to as CF-CM, we select samples based
on the consistency of two 2D keypoint estimators, hg and
gy, with different architectures. Our insight is that the two
models have different structural biases and can learn differ-
ent representations from the same image. Thus, we use the
discrepancy in their predictions as a proxy for evaluating
the quality of the generated pseudo-labels. For each image
I from U, we generate keypoint pseudo-labels T4 and Z,
with hg and gy, respectively, and calculate the discrepancy
between the PLs with the following term:

Dcr.om = ||Zg — Tl |2 )

We select N samples with the minimum discrepancy creat-
ing the subset Uy o C Us.

Cross-Model Cross-Modality Consistency. With this con-
sistency filtering criterion, which we dub CF-CM?, we se-
lect samples based on their discrepancy between the predic-
tions of the 2D keypoint estimator i, and the reprojected
keypoints from the 3D shape predictor fy. Given an image
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Figure 3. Sample results on CUB. For each sample, we show
the predicted shape and texture from the inferred camera view (b,
d) and a novel view (c, e) for models trained with and without
keypoint pseudo-labels.

I from U, we calculate the locations for 3D keypoints X
from the predicted 3D mesh vertices (as explained in Sec-
tion 3.1). The corresponding 2D keypoints 2y are calculated
by projecting X, onto the image with the predicted camera
parameters 7y, i.e. Tg = g (Xg). As such, we calculate the
discrepancy between the keypoints Z4 and Zg as follows:

Der.omz = ||ig — 79(Xo)]|2- (6)

Our insight for this consistency check comes from the fact
that the two models employ different paradigms for esti-
mating 2D keypoints and have distinct failure modes. 2D
keypoint detectors use a bottom-up approach to determine
the locations of 2D keypoints. While their predictions are
more pixel-accurate than the reprojected keypoints from a
3D mesh, they are not constrained in any way and mainly
rely on local cues. Conversely, 3D shape predictors, such
as fp, estimate keypoints as part of a 3D mesh, which con-
strains their predictions with a specific mesh topology. This
makes their predictions more robust.

3.3. Additional details

Here, we present some additional details of our ap-
proach. We include extensive implementation details in the
supplementary material.

Data acquisition. For each target object category we down-
load images from Flickr using the urls that belong to the
public and freely usable YFCC100M [35]. However, some
images contain wrong objects or objects with heavy trunca-
tion. There are also repeated images.

Initial filtering. @~ We remove repeated images with
dHash [37]. Then, we detect bounding boxes using Mask-
RCNN [11] with ResNet50-FPN [12,25] backbone from de-
tectron2. Only detections with confidence above a threshold
7 are retained. We use 7 = 0.95 for all object categories.
Keypoints from 2D pose estimation network. We train
the SimpleBaselines [38] pose estimator, with an ImageNet
pretrained ResNet-18 [12] backbone, with labels from S

and use it to generate keypoint PLs (53;"), é;")) onl.

Data Selection. We curate the web images using a selection
criterion. We evaluate the effectiveness of the four selection
criteria presented previously. We use each criterion to select
the best N data samples from the self-labeled web images.
We present experiments with N € {1K,3K}.

Training. We train a 3D shape predictor fy with keypoint
reprojection losses as defined in Eq. (3) & (4).

4. Experiments

Evaluation metrics. While our models are able to recon-
struct the 3D shape as a mesh, evaluating their accuracy re-
mains a challenge due to the absence of 3D ground truth
data for the current datasets and object categories. Follow-
ing prior work [15,18,21,22] we evaluate our models quan-
titatively using the standard “Percentage of Correct Key-
points” (PCK) metric. For PCK(t), the reprojection is
“correct” when the predicted 2D keypoint location is within
t X max(w, h) distance of the ground-truth location, where
w and h are the width and the height of the object’s bound-
ing box. We summarize the PCK performance at different
thresholds by computing the area under the curve (AUC),
AUC® = [** PCK(t)dt. Weuse a; = 0.05 and ag = 0.1
and refer to AUCg? as AUC in our evaluation. Follow-
ing [10], we also evaluate the predicted camera viewpoint
obtained by our models. We calculate the rotation error

Tr(RTR)—1 .
errg = arccos (%) between predicted camera ro-

tation R and pseudo ground-truth camera R computed using
StM on keypoint labels. Finally, we offer qualitative results
to measure the quality of the predicted 3D shapes.

4.1. Simulated Semi-Supervised Setting

First, we investigate the effectiveness of keypoint PLs in
a controlled setting. For our experiments we use the CUB
dataset [36] that consists of 6K images with bounding box,
mask and 2D keypoint labels for training and testing. We
study the impact of training with various levels of super-
vision on 3D reconstruction performance. We split CUB’s
training set into a labeled set S and an unlabeled set U/ by
randomly choosing samples from the initial training set to
be included in S, while placing the rest in ¢{. This is a con-
trolled setting where we expect the performance of the mod-
els trained with labels from S and keypoint pseudo-labels
from U to be lower-bounded by that of models trained using
only S and upper-bounded by the fully-supervised baseline
that uses the whole training set. We use CMR [15] for the
3D shape prediction network fj.
Results on CUB. In Figure 4, we compare the performance
of models trained with different number of labeled and
pseudo-labeled instances. Following CMR, we also report
the mloU metric. We observe that training with 2D key-
point pseudo-labels consistently improves 3D reconstruc-
tion performance by a significant margin across all metrics.
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Horse Cow Sheep
AUC (1) errr (1) AUC (1) errr (1) AUC (1) errr (4)

ACSM Mask) [21] 349 (}159) 443 (114.1) 30.7(}16.9) 71.0(136.3) 28.2({18.6) 73.1(139.3)

ACSM (KP+Mask) [21] 374 (113.4) 76.4(146.2) - - - -

ACSM-ours 50.8 30.2 47.6 34.7 46.8 33.8

ACSM-ours + KP-all 50.2 (0.6) 319(11.7)  439(39) 40.1(154) 435(3.5)  40.7(16.9)
¢ ACSM-ours + KP-conf ~ 53.9 (13.1) 30.8 (10.6) 47.6 383 (13.6)  48.1(11.3) 38.6 (14.8)
—  ACSM-ours + CF-MT 55.1 (14.3) 30.0 (J0.2) 50.7 (13.1) 38.9(14.2) 51.1 (14.3) 33.3(J0.5)
I ACSM-ours + CF-CM 54.7 (13.9) 30.0 (J0.2) 50.9 (13.3) 38.6 (13.9) 50.6 (13.8) 32.8 (}1.0)
< ACSM-ours + CF-CM2 542 (13.4) 309 (10.7) 494 (11.8) 32.7 (J]2.0)  48.6(11.8) 32.1(J1.7)
< ACSM-ours + KP-conf ~ 54.3 (13.5) 30.0 (J0.2) 50.2 (12.6) 402 (15.5)  49.1 (12.3) 35.7 (11.0)
®  ACSM-ours + CF-MT 55.4 (14.6) 30.0(J0.2) 492 (11.6) 39.1 (14.4) 51.0 (14.2) 33.9 (10.1)
I ACSM-ours + CF-CM 55.9 (15.1) 29.8 (J0.4) 50.0 (12.4) 38.8(14.1)  48.4(11.6) 34.1 (10.3)
< ACSM-ours + CE-CM2?  55.5 (14.7) 28.1 (J2.1) 52.6 (15.0) 36.2 (11.5) 53.0 (16.2) 31.3 (]2.5)

Table 1. Evaluation on Pascal. N is the number of selected images from the web. ACSM-ours + KP-all uses all available web images.

Performance change from the fully-supervised baseline ACSM-ours is shown in green/red.

The improvement is larger when the initial labeled set S
is small (e.g. 100 images). This is a very interesting find-
ing. The quality of the generated keypoint pseudo-labels
decreases when the 2D keypoint estimator is trained with
fewer samples. However, the keypoint pseudo-labels are ac-
curate enough to provide a useful signal for training CMR,
largely improving its performance.

In Figure 3, we show sample 3D reconstruction results
comparing CMR trained with: 1) 300 labeled instances
and ii) the same labeled instances and additional keypoint
pseudo-labels (for 5,700 images). We show the predicted
shape and texture from the predicted camera view and a
side view. From Figure 3 we can see that the model trained
with keypoint pseudo-labels can accurately capture chal-
lenging deformations (e.g. open wings), while the other
model struggles.

4.2. Learning with Web Images

We go beyond standard semi-supervised approaches that
use unlabeled images from curated datasets by effectively
utilizing images from the web for training. We use Ng =
150 images annotated with 2D keypoints and evaluate our
proposed approach.

Datasets. We train our models with 2D keypoints from Pas-
cal [9] using the same train/test splits as prior work [21,22].
For categories with less than 150 labeled samples, we aug-
ment the labeled training set S by manually labeling some
images from COCO [26]. We use Pascal’s test split and the
Animal Pose dataset [3] for evaluation.

Implementation details. We train the SimpleBaselines [38]
2D pose estimator using 150 images with 2D keypoint la-
bels and generate pseudo-labels on web images. For crite-
rion CF-MT, we use scaling and rotation transformations.
For criterion CF-CM, we train Stacked HourGlass [30] as

= wio keypoint PLs
Wi keypoint PLs
== fully-sup. (6K)

= wio keypoint PLs.
Wl keypoint PLs 550
== fully-sup. (6K)

= wiokeypoint PLs
Wi keypoint PLs
== fully-sup. (6K)

100 500 100 500 100

2 3 0 2 3 0
Number of keypoint labels Number of keypoint labels

Figure 4. Evaluation on CUB. We show the AUC, mloU and
camera rotation error (in degrees) for models trained with differ-
ent number of labeled and pseudo-labeled instances. Performance
across all metrics is significantly improved with keypoint PLs.

the auxiliary 2D pose estimator. We use ACSM [21] for 3D
shape prediction. We found that some template meshes pro-
vided in the publicly available ACSM codebase contained
incorrect keypoint definitions for certain animals’ limbs,
with inconsistencies between the right and left sides. Af-
ter rectifying this issue, we trained ACSM exclusively with
keypoint labels and achieved better performance than the
one reported in [21], establishing a stronger baseline. We
denote our implementation of ACSM trained with 150 im-
ages labeled with 2D keypoints as ACSM-ours.

Baselines. We compare the performance of the mod-
els trained with selected web images and pseudo-labels
with the fully-supervised baseline (ACSM-ours) as well as
with the baseline that uses all pseudo-labels during train-
ing, denoted as ACSM-ours+KP-all. To put our results
into perspective, we also compare with the models from
ACSM [21]. The available models are trained using mask
labels from Pascal [9] and manually picked mask pseudo-
labels from ImageNet [7]. For horses, the authors provide a
model trained with keypoint labels from Pascal as well.

Results on Pascal. First, we evaluate the performance of
different methods on Pascal’s test set. The results are pre-
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Horse Cow Sheep
AUC (1) errr (1) AUC (1) errr (1) AUC (1) errr (4)

ACSM Mask) [21] 474 (119.3) 38.0(117.3) 46.2(}13.4) 51.8(122.3) 31.4(]25.8) 65.6(150.0)

ACSM (KP+Mask) [21] 51.0 (L15.7)  59.9 (139.2) - - - -

ACSM-ours 66.7 20.7 59.6 29.5 57.2 15.6

ACSM-ours + KP-all 69.1 (12.4) 20.9 (10.2) 61.2 (11.6) 27.8 (J1.7)  29.1(J28.1) 19.9(14.3)
¢ ACSM-ours + KP-conf ~ 72.9 (16.2) 19.6 (L1.1) 65.0 (15.4) 31.9 (12.4) 58.5 (T1.3) 20.3 (14.7)
—  ACSM-ours + CF-MT 74.6 (17.9) 19.9 (0.8) 67.0 (17.4) 26.2 (13.3) 59.3 (12.1) 14.6 (11.0)
I ACSM-ours + CF-CM 75.1 (18.4) 19.6 (J1.1) 67.2 (17.6) 25.9 (13.6) 59.3 (12.1) 14.7 (10.9)
< ACSM-ours + CF-CM2  73.0 (16.3) 19.7 (11.0) 67.2 (17.6) 23.5 (16.0) 58.7 (T1.5) 15.3 (10.3)
< ACSM-ours + KP-conf ~ 74.3 (17.6) 19.6 (J1.1) 67.8 (17.8) 28.0 (J1.5) 57.3 (10.1) 15.3 (10.3)
®  ACSM-ours + CF-MT 74.4 (17.7) 19.6 (J1.1) 66.0 (16.4) 29.7 (10.2) 59.6 (12.4) 15.1 (J0.5)
I ACSM-ours + CF-CM 74.1 (17.4) 19.6 (J1.1) 66.4 (16.8) 29.3 (10.2) 59.4 (12.2) 15.8 (10.2)
< ACSM-ours + CE-CM2 738 (17.1) 19.5(/1.2)  69.6 (110.0)  25.2 (]4.3) 60.2 (13.0) 14.9 (10.7)

Table 2. Evaluation on Animal Pose. N is the number of selected images from the web. ACSM-ours + KP-all uses all available web
images. Training with selected web images significantly improves the fully-supervised baseline. We show the performance change from

ACSM-ours in green/red.
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Figure 5. Evaluation under varying initial supervision. We
show the AUC and camera rotation error (in degrees) on Pascal
(top) and Animal Pose (bottom) for the use of our proposed frame-
work under various levels of initial supervision from S. KP-conf,
CF-MT, CE-CM, CF-CM? use PLs from N = 3K images.

sented in Table 1. From Table | we observe that naively in-
cluding all pseudo-labels during training (ACM-ours+KP-
all) leads in degraded performance. Data selection with
KP-conf leads to some improvements, but models trained
with pseudo-labels selected from consistency-filtering, i.e.
CF-MT, CF-CM and CF-CM?, perform consistently bet-
ter. The improvement over the fully-supervised baseline is
quite substantial for those models. For instance, ACSM-
ours+CF-CM? has a relative improvement (in AUC) of
10.9% over ACSM-ours and 17.0% over ACSM-ours+KP-

Giraffe Bear
AUC (1) errr (1) AUC (1) errp (4)

ACSM-ours 79.1 34.7 59.2 28.9

ACSM-ours + KP-all ~ 75.6(|3.5) 39.5(14.8) 58.2(}1.0) 35.4(16.5)
\ ACSM-ours +KP-conf 833 (142) 31.4(13.3) 627(135) 31.0(2.1)
—  ACSM-ours + CE-MT  84.4 (15.3) 32.1(]2.6) 62.6(13.6) 31.9(13.0)
I ACSM-ours + CF-CM  84.1 (15.0) 32.5(/2.2) 62.8(13.6) 31.6(12.7)
< ACSM-ours + CF-CM?  86.6 (17.5) 28.8(5.9) 622({3.0) 30.7 (11.8)
i ACSM-ours + KP-conf 828 (137) 35.6(109) 599(10.7) 350 (16.1)
= ACSM-ours + CF-MT  83.5(144) 33.1(11.6) 63.1(13.9) 31.7(12.8)
I ACSM-ours + CF-CM  83.6 (14.5) 33.4([1.3) 63.4(14.2) 31.5(12.6)
< ACSM-ours + CF-CM?  84.5(154) 32.8(11.9) 62.8(13.6) 323 (13.4)

Table 3. Evaluation on COCO. N is the number of selected im-
ages from the web. ACSM-ours + KP-all uses all available web
images. Performance change from the fully-supervised baseline is
shown in green/red.

all, averaged across all categories shown in Table 1.

Results on Animal Pose. Next, we evaluate our previously
trained models on Animal Pose dataset and present results
in Table 2. Results are consistent with those in Pascal.
Training models with all pseudo-labels results in large per-
formance degradation in some cases (see Sheep in Table 2).
KP-conf improves over the supervised baseline, but the im-
provement is higher for CF-MT, CF-CM and CF-CM?. Re-
sults from Tables | & 2 suggest that consistency-filtering is
more effective than confidence-based filtering in our setting.
Results on COCO. In this part, we demonstrate the prac-
ticality of our approach in predicting the 3D shape of ob-
ject categories even in the absence of initial annotations for
those categories. We evaluate our approach on giraffes and
bears. We annotate 250 images from COCO with 2D key-
points in a process that takes only /2.5 hours per-category.
Given a mesh template, we only need to associate the 2D
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Figure 6. Sample results on 3D shape recovery of quadrupeds. For each input image, we show the predicted 3D shape from the inferred
viewpoint. (b) original ACSM (models for giraffes and bears are not available), (c) our ACSM implementation, (d) ACSM-ours trained
with all PLs, (¢) ACSM-ours + KP-conf, (f) ACSM-ours + CF-MT, (g) ACSM-ours + CF-CM, (h) ACSM-ours + CF-CM2.

keypoint labels with vertices from the 3D mesh. This pro-
cess is done in meshlab in ~5 minutes. We train our models
with semi-supervised learning as described in Section 3.2.
We use 150 images for training, while the remaining im-
ages are used for testing. We compare models that utilize
pseudo-labels with the fully-supevised baseline trained with
150 images. The results are presented in Table 3. The re-
sults are consistent with those on Pascal and Animal Pose.
Again, using all pseudo-labels leads in degraded perfor-
mance. Data selection is essential, and in most cases leads
to improved performance compared to the fully-supervised
baseline. The performance gains are higher for consistency-
based filtering approaches.

Results with different number of labels. In Figure 5, we
present results on 3D reconstruction of horses with differ-
ent number N, of images labeled with 2D keypoints. For
all experiments, we use N = 3K images with pseudo-
labels from ¢/ and vary only the number of initial labels /N,
from S. From Figure 5, we observe that models with key-
point pseudo-labels outperform the fully-supervised base-
line even when Nj is just 50. More importantly, we notice
that models trained with Ny = 50 and keypoint pseudo-
labels outperform fully-supervised models with N, = 150.
We also observe, that consistency-based filtering methods
are more effective than filtering with keypoint confidence
scores. Finally, while all consistency-based filtering ap-
proaches lead to similar AUC performance, we notice that
CF-CM? leads to lower camera rotation errors in all cases.

Qualitative Examples. In Figure 6, we show sample 3D re-
constructions for all models. We observe that ACSM-ours
recovers more accurate shapes than the original ACSM ver-
sion. Training with all PLs results in unnatural articulations
in the predicted shapes. Additionally, we observe that some
articulations are captured only when training with selected
samples through consistency-filtering (e.g. horse legs in the
first row for CF-CM?).

S. Summary

In summary, we investigated the amount of supervi-
sion necessary to train models for 3D shape recovery. We
showed that is possible to learn 3D shape predictors with
as few as 50-150 images labeled with 2D keypoints. Such
annotations are quick and easy to acquire, taking less than 2
hours for each new object category, making our approach
highly practical. Additionally, we utilized automatically
acquired web images to improve 3D reconstruction perfor-
mance for several articulated objects, and found that a data
selection method was necessary. To this end, we evaluated
the performance of four data selection methods and found
that training with data selected through consistency-filtering
criteria leads to better 3D reconstructions.

Acknowledgements: This research has been partially funded by
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