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Figure 1. Layer decomposition under strong camera parallax. Given an input video with unconstrained camera motion and approximate
object masks and depth (left), our method estimates a layered representation composed of a background layer and object layers containing
the subjects of interest and their associated effects (e.g. shadows). Results of combining object layers and background are shown on right.

Abstract

We propose a method to decompose a video into a back-
ground and a set of foreground layers, where the background
captures stationary elements while the foreground layers
capture moving objects along with their associated effects
(e.g. shadows and reflections). Our approach is designed for
unconstrained monocular videos, with an arbitrary camera
and object motion. Prior work that tackles this problem
assumes that the video can be mapped onto a fixed 2D can-
vas, severely limiting the possible space of camera motion.
Instead, our method applies recent progress in monocular
camera pose and depth estimation to create a full, RGBD
video layer for the background, along with a video layer
for each foreground object. To solve the underconstrained
decomposition problem, we propose a new loss formulation
based on multi-view consistency. We test our method on
challenging videos with complex camera motion and show
significant qualitative improvement over current approaches.

1. Introduction

Decomposing a video into meaningful layers (as show in
Fig. 1) is a long-standing and complex problem [42] that has

seen a recent surge in progress with the application of deep
neural networks [17,24,25,46]. A challenging variant of
layer decomposition is the omnimatte [25] task, which aims
to separate an input video into a background and multiple
foreground layers, each containing an object of interest along
with its correlated effects such as shadows and reflections,
thus enabling video editing applications such as object re-
moval, background replacement and retiming. The original
work on omnimatte [24,25] introduced a self-supervised ap-
proach for decomposing a video by assuming the background
can be unwrapped onto a single static 2D background canvas
using homography warping. Following work [17,46] relaxed
the homography restriction, but maintained the necessity of
unwrapping onto a 2D canvas.

This 2D modelling, however, limits the applicability of
these methods to camera motions that have limited or zero
parallax; intuitively, only panning camera motions are al-
lowed. If the camera’s center of projection moves a sig-
nificant distance over the video, 2D methods are unable to
learn an accurate background and are forced to place the
background detail in a foreground layer (Figure 2). Since
camera parallax is quite common, 2D methods are severely
restricted in practice.

To handle camera parallax, we exploit another recent line
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Figure 2. Existing methods fail on scenes with parallax. Top
row: Omnimatte [25] fails due to inaccurate homography regis-
tration, reconstructing the majority of the video in the foreground
layer. Middle row: Neural-Atlas [17] incorrectly places trees in
the foreground layer and struggles to inpaint the person region.
Bottom row: Our method obtains a clean background and captures
the person and their shadow in the foreground layer.

of work on estimating 3D camera position and depth maps
from casually-captured video with moving objects [18, 26,
48,49]. Instead of a 2D layer decomposition, we propose
to learn a 3D background model that varies per-frame and
includes inpainted RGB and depth in the regions occluded
by the foreground. Allowing the background to vary per-
frame, rather than assuming a global, static canvas, creates an
ill-posed decomposition problem, as variation in each input
pixel could be explained by a foreground object, background,
or both. To resolve this ambiguity, we enforce that the
background varies slowly over time with 3D multi-view
constraints using dense depth and camera pose estimates [48].
As shown in Fig. 2, our model can successfully separate the
layers obtaining a clean background RGB whilst capturing
only the person and their shadow in the foreground layer.

Contributions. Our main contribution is a novel video
decomposition method capable of accurately separating an
input video with complex object and camera motion (e.g.,
parallax) into a background and object layers. To address
the ill-posed decomposition problem, we design regulariza-
tion terms based on multi-view consistency and smoothness
priors. The resulting model produces clean decompositions
of real-world videos where previous methods fail.

2. Related Work

Layered video representations. There is a large body of
work on decomposing videos into layers based on appear-
ance and motion cues [4, 8, 16,20,36,42]. Layered video
representations have proven useful for a variety of appli-
cations, including view synthesis for static scenes [39, 50],
reflection removal [1, 2], segmentation [9], game decon-
struction [38], and text-based video editing [3]. Recently,
Omnimatte [24,25] aimed to decompose a video into layers

that group objects with their correlated effects, allowing the
user to perform editing tasks such as object removal and re-
timing. However, as discussed in Section 1, these works use
a constrained background model which limits their use case
to panning camera motions only. Subsequent work [17,46]
relaxes this assumption using general image warps, instead
of homographies, but still cannot handle significant parallax;
moreover, their goal is to learn a per-frame mapping to global
sprites to enable applying consistent edits (e.g. style transfer)
rather than targeting object removal or video stabilization.

Monocular video depth. Multi-view stereo based meth-
ods [23,40] incorporate motion estimation and multi-view re-
construction to predict depth by combining information from
multiple reference frames. Hybrid depth methods combine
single-view depth estimates from a pretrained network with
geometric reasoning to obtain coherent depth predictions.
With depth maps from monocular video as initialization,
these methods use correspondence to enforce consistency by
either assuming static regions [26] or by modeling the scene
flow [49]. Recent methods simultaneously estimate depth
maps and camera poses [19,48], exploiting the depth prior
to resolve camera motion ambiguities. We rely on Casual-
SAM [48] to obtain camera poses and initial depth estimates
as their method performs well on casually captured video.

Video completion and object removal. Patch-based meth-
ods for video inpainting [7, 12, 14,28, 43] complete the
missing regions by borrowing pixels from other frames, rely-
ing on correspondence estimated by homography or optical
flow. Learning-based works have explored the use of 3D
convolutions [5,41], attention mechanisms [21,30,47] and
flow-based methods [10,45] to achieve more realistic and
consistent inpainting. These methods assume that the entire
region to inpaint is specified by an input mask, whereas our
method jointly learns where to inpaint the background while
separating foreground objects and their correlated effects.

NeRF for dynamic scenes. With the recent success of neu-
ral fields [29,44] for view synthesis of static scenes, there has
been interest in their adoption for dynamic scenes [11,22,27].
These works learn two NeRF models that decompose a scene
into a static and dynamic region. However, these methods
only support a single foreground layer and do not account for
correlated effects such as shadows. ST-NeRF [15] proposed
to learn separate NeRFs for each person to obtain an editable
neural representation. Their method, however, requires each
frame in the video to be captured from 16 different view-
points simultaneously. Unlike NeRF methods, our method
represents the video with multi-layer mesh geometry where
object layers include associated effects, allowing editing as
well as fast rerendering of the scene.
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Figure 3. Model Overview. Given a frame from the video along with an input mask, disparity and known camera pose, we first extract
features by stacking the input and passing them though a 2D UNet architecture. These features are input to the background and foreground
networks. The background network predicts the inpainted background RGB and disparity. The foreground networks predict an RGB-A
image for each foreground layer. For scenes with multiple layers, the RGB-A image for each layer is predicted using independent networks.

3. Method

Given an input video, with known camera poses and
initial depth estimates, the goal is to predict a per-frame
layer decomposition consisting of a background layer and
N foreground layers encompassing objects of interest along
with their associated effects. To this end, we propose a new
method that predicts a layered separation of an input video
without relying on a 2D background canvas, thereby allow-
ing for greater flexibility of camera motion. We show an
overview of our model in Figure 3. We optimize our model
to output layers that reconstruct a single target video sub-
ject to a projection consistency loss. For each frame in the
video, we estimate a layered representation consisting of
background and foreground object layers where the contents
of the object layers are conditioned on their corresponding
input mask. Post-optimization, depth for foreground objects
can be extracted from the input depth to produce a Layered
Depth Image (LDI). Unlike prior works that rely on deep pri-
ors for inpainting the depth and color of occluded regions in
the background, our method relies on multi-view consistency
losses to steer the inpainting process.

3.1. Layer Decomposition Networks

We represent a frame at time a in the video as F, =
(I, Do, {ME}X,), where I, is the RGB frame, D, is the

disparity, and { M}, are the input masks for IV objects
in the video. We denote the camera extrinsics for the frame
F, as [R, t,] where R, is the rotation matrix and ¢, is
the translation vector. The camera intrinsics are denoted as
Ko = [fz, fy, €z, ¢y] where f, and f,, are the focal lengths
and ¢, ¢, is the principal point.

For each frame (F},) in the input video, our method first
extracts features by passing it to a feature extractor network
modeled using a 2D UNet [35] architecture. The input to the
feature extractor is constructed by concatenating input masks
with the masked frame RGB and disparity along the channel
dimension. The masked RGB and disparity are obtained as

YVo=YooME Yoo ML|...| Yoo MY (1)

where Y, is the concatenated RGB-D, M?¢ = 1 —J_ | M
is an approximate mask for the background and || is the
concatenation operation. These features act as input to both
the background and foreground object networks.

The background network (shown in green in Fig. 3) con-
sists of a 2D UNet and a convolutional neural network (CNN)
that predicts the inpainted background color (C?¢) and depth
(D"8) respectively. The foreground networks are separate
CNNss that predict RGB (C%) and alpha (A’,) images for each
foreground layer independently. These predicted outputs,
along with the input disparity, are combined to form an LDI
(see supplement for details).
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The feature extractor and background RGB UNets consist
of five down-sampling and up-sampling layers with three
residual blocks at every resolution. The background disparity
and foreground layer prediction networks are comprised of
single convolutional layers.

3.2. Differentiable Rendering

In addition to a reconstruction loss, our method relies on
a projection consistency term (described in Section 3.3) that
requires differentiable projections and renderings of the pre-
dicted background layer to different time steps. We achieve
this using a differentiable rasterization framework [6].

To project the predicted background layer from a source
time step a to target time step b, we first construct a mesh
M, = (Va, Fa), where V, and F, are the mesh vertices and
faces. Each vertex in the mesh corresponds to an image pixel.
To obtain the vertex coordinate for a pixel, we unproject its

homogeneous coordinates z = [i, j,1] € RP? using the
predicted disparity as
(i—c) (G—¢y) )
Vax = dz < 9 9 1 (2)
'\ fe Iy

where d;; is the depth at pixel (¢, 7). The attributes for the
vertices are composed of the predicted RGB, an alpha mask-
ing consisting of all ones, and the pixel coordinates. The
faces for the mesh are constructed by adding an edge be-
tween vertices of neighboring pixels (bottom right in Fig. 3).
The view-projection matrix to render the predicted back-
ground from a target camera is computed as

T T(4 _
Hoy= P, |Taflo Falls —te) ©)
0 1

where P, is the perspective matrix that maps camera-space
to clip space. The view-projection matrix along with the
estimated mesh is passed through a differentiable rasterizer
that returns an RGB-A (C2%,,, A%, image corresponding
to the projection of the background to the target time step.

3.3. Losses
The total loss to train our model is:
Ltotal = 1 Lrecon + )\2 Lproj + >\3 Ema‘vk + )\4 £disp + )\5£reg (4)

We describe each loss term in the following sections. Please
see the supplement for values of the scalar weights A.

3.3.1 Reconstruction Loss

For a source frame F|, we reconstruct the image from the pre-
dicted background RGB and foreground RGBA layers using
back-to-front compositing [33] (bottom left in Fig. 3). Dur-
ing training, we minimize the £, loss between the original
RGB image and the reconstruction.

£recon = ||(Ia - (Cbg {CttzaAl )HQ (5)

where f is the back-to-front over-compositing function.

A large number of layer decompositions can reproduce
the original frame and minimize the reconstruction loss. To
guide the foreground layers to be semantically meaningful,
we incorporate an £ loss between the predicted foreground
alphas and the input masks.

N
1 . )
Lnast = 57 D1 Mg = Ais ©6)
=1

Since we want the foreground alphas to be able to capture
effects beyond the input mask, the weight for this loss is
decayed as described in Sec. 3.4.

3.3.2 Projection Consistency Loss

The reconstruction loss on the over-composited image does
not provide any gradients for the occluded region in the
background. Prior works overcome this challenge by learn-
ing a background model that maps from a static 2D canvas.
However, since our model predicts the background for each
frame independently, we require additional regularization
to prevent random artifacts or foreground details from ap-
pearing in occluded regions. We thus introduce a projection
consistency loss on the background prediction. Each batch
in our input is composed of three frames from the video. We
denote these frames as F,, Fj, and F,. The frames F, and
F} act as source images for the target frame F.. The criteria
used for selecting the frames is described in Section 3.4.

To estimate the projection consistency loss, we project
the predicted background RGBs (C%¢ and ng ) for the two
source frames, F, and F}, using the method described in
Sec. 3.2. We use the predicted disparities (D29 and Dé’g )
to construct the mesh and set the alpha values to one for
all pixels. We then apply an £, loss between the projected
source backgrounds and the predicted target background.

. 1
Lrg=75 > AL 0@ ~C9l @

ke{a,b}

where © denotes element wise multlphcation. We mask
the loss using the projected alphas (Ak >, ) to prevent noisy
gradients from the boundaries of projection.

Similarly, to encourage consistent inpainting of depth we
apply a similar projection loss,

1

coord bg

‘Cpm] _5 E : ||‘Ak~>c k%c
ke{a,b}

— X%z ()

where X, are the world coordinates for pixels in the frame
F. obtained using the predicted background disparity D%.

X ,fg_n are the projections of the world coordinate from frame

Fy to F, and Azf’; .. are the projected alphas. The projection

3 rgb coord
loss Ly is the sum of £/ and L0077
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3.3.3 Alpha Regularization

While the projection loss encourages the background pre-
dictions to be consistent across frames, it can also lead the
model toward undesirable or degenerate solutions. For ex-
ample, a model that predicts a constant color at every pixel
for every frame will yield a projection loss of zero and es-
sentially force the background to be captured in foreground
layers to minimize the reconstruction loss. To prevent such
solutions, we regularize the foreground alphas with an £
and approximate-L term as in [25].

N
1 . )
o=~ Il +a02- 05 A4) = 1) ©)
i=1

where o is the sigmoid function and v control the relative
weight between the two loss terms.

Additionally, we regularize the foreground alphas with a
smoothness term to discourage them from capturing sharp
details in the background which would otherwise arise due to
the effects of depth imprecision or splatting in the rasterizer.
The smoothness loss (L%"¢) is computed using an £; loss
on the second order gradients of the predicted alphas.

3.3.4 Disparity Loss

To distill the available depth information into our model, we
apply an L5 loss on the predicted background disparity.

Cdisp = ||M¢lz)q O] (Da - ng)”Q (10)

where M9 = 1 — Ui\; M} is the mask indicating the
approximate unoccluded background region. Additionally,
to encourage smoothness in the depth inpainting we add an
Lo loss (£457) on the second-order gradients of the predicted
disparity similar to Lglph“. The sum of the losses Ly, E‘;lph“,
and £457 forms the regularization loss Lyeg.

3.4. Frame Selection

The prediction/inpainting of the background RGB and
disparity is guided by the projection consistency loss. In-
tuitively, the source and target frames should be such that
regions that are occluded in one are visible in the other whilst
having a large overlap in the static regions. To identify such
frame pairs we use an approximate frame overlap metric.
For two frames F,, and F}, we estimate the metric by pro-
jecting a mesh from F, to Fj. The attributes of the mesh
vertices is set using B, = U;M¢ where for a pixel(i, 5),
B(i, 7) indicates if the pixel is occupied by a foreground or
background as dictated by the input mask. The alpha value
for the rasterizer input A% are set to all ones. The frame
overlap metric is then estimated as

O sy = [[Aa—s|| . [ Be — Aasbll
T H-W B + [ Aas

(an

For each frame in the video, we rank every other based on the
frame overlap metric. During training, for a source frame Fj,
we choose the another frame F}, randomly from the top 10
frames that maximize the overlap metric. The target frame
F, is chosen to be midway between the two source frames.

3.5. Detail Transfer

The optimized layers ng and C} may miss high-frequency
details present in the input video. Detail may be directly
recovered from the input video using the transfer approach
of Layered Neural Rendering [24], where the transmittance
defined by the alpha maps A}, controls the amount of detail
transferred to each layer. In addition, the background depth
map allows reprojection of detail from nearby frames, similar
to [34], allowing some detail to be added in regions originally
occluded by foreground elements. Figure 10 shows the effect
of detail transfer on object removal.

4. Experiments
4.1. Training Details

Data preprocessing. We perform our experiments on
videos from the DAVIS [32] dataset. We use Casual-
SAM [48] to obtain camera poses and initial depth estimates.
The input masks are estimated using MaskRCNN [13].

Training Schedule. During the warm-up stage, the model
is trained using the disparity (Lg;5,) and mask losses (Lnqst)
along with the smoothness regularizers, for initialization
purposes. After the warm-up stage, the weights for these
loss terms are decayed using a cosine schedule to allow the
model to inpaint missing depths and include effects such as
shadows in the foreground alpha layers. All other loss terms
use a linear schedule starting from O during the warm-up
stage and remain constant for the remainder of training.

4.2. Layer Decomposition Results

Figure 4 shows examples of layer decomposition results
for various real-world videos from the DAVIS [31] dataset.
We show comparisons against Omnimatte [25] and Neural-
Atlas [17] and observe clear improvements over these meth-
ods. On the Scooter-gray scene, the background predictions
for the baselines are severely distorted due to complex cam-
era motion. The incorrect background forces these methods
to compensate by reconstructing the background details in
the foreground layer. Our method is able to generate an accu-
rate background and predict a much cleaner foreground layer,
which includes the shadow. Similarly, on the Snowboard
scene, inaccurate homography registration leads to incorrect
background prediction by Omnimatte, particularly in the
rocks in the upper right corner. Neural-Atlas shows some im-
provement in the background predictions but loses the rock
texture and is unable to capture the shadow in the foreground
layer. Our method successfully captures the shadow in the
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(a) Input RGB (b) Omnim;a\;cte (c) Neural Atlas (d) Ours
and Mask [Lu, et al.] [Kasten, et al.]
Longboard

(a) Input RGB (b) Omnimatte [Lu, et al.] (c) Ours
and Masks

Figure 4. Qualitative layer decomposition results on DAVIS. Top: examples of single-layer decomposition on Snowboard and Scooter-gray.
For each example, we show the predicted background layer (row 1), predicted object layer RGBA (row 2), and alpha channel visualization
(row 3). Bottom: example of multi-layer decomposition on the Longboard scene. On Longboard, we only compare against Omnimatte since
Neural-Atlas does not support multi-layer decomposition. Our method produces stronger background inpainting results and more accurately
disentangles the foreground objects and their effects from the background.
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Figure 5. Object removal. Top row shows the input frames with
the input masks highlighted in blue and green. Subsequent rows
show the result of removing the green and blue objects respectively.

foreground layer while accurately predicting the background
color. The last row shows an example video (Longboard)
with two object layers. For this scene, we compare against
Omnimatte as Neural-Atlas does not support multi-layer de-
composition. Omnimatte’s foreground layer for the cyclist
contains significant pollution from background elements.
Additionally, despite severe occlusion, our method is able to
plausibly inpaint the background as compared to Omnimatte.
We provide additional results in the supplementary material.

4.3. Object Removal

Our predicted layers can be used to selectively remove
some or all objects from a scene. Figure 5 shows an example
of object removal using our layered representation on the
Longboard video. Note that the input masks only account
for the people and do not include attached objects such as
the bicycle or longboard. Our method groups these objects
with the correct person, allowing a user to easily remove
different people from the scene without the undesirable effect
of leaving behind attached objects.

4.4. Depth-based Applications

While our method does not directly produce foreground
depth, the input depth can be transferred to the foreground
layers using the predicted foreground mattes to construct
a full Layered Depth Image (LDI) for each frame (see the
supplement for details). This representation is useful for a
variety of applications, including camera stabilization and
synthetic defocus, which we show in the following sections.

Camera Stabilization. For an input video captured with a
shaky camera, we can stabilize the camera path by rendering
the scene from a stable camera viewpoint at each time-step.
Figure 6 shows results on rendering the Dancing-person [37]

Input Frames Rerendering w/ stationary camera

Figure 6. Camera stabilization. Our LDI representation can be
re-rendered from new camera positions to produce stabilized or
modified camera paths. Left: input video with camera dolly motion.
Right: frames re-rendered from a stationary camera.

scene from a stationary camera (for a moving camera path,
see supp. material). The explicit mesh representation ob-
tained from our model facilitates editing, as they can be used
with commercial video editing tools.

Synthetic Defocus. Our foreground matte can be used
to create a synthetic defocus (bokeh) effect (Fig. 7). To
create this effect, we blur the background based on the depth
map computed by CasualSAM [48], then composite our
foreground RGBA layer on top of the blurred background.
The single-layer depth map alone cannot support this effect,
as it is insufficiently accurate near the subject’s boundary,

oy

wPin

Omnimatte [Lu, et al.]

Figure 7. Synthetic defocus. Our foreground matte can enable a
synthetic defocus effect (Ours). State-of-the-art single-layer depth
maps (CasualSAM [48]) are not accurate near the subject’s bound-
ary, causing the goat’s head to blur. The foreground matte from
Omnimatte [25] contains background pixels, causing parts of the
background to remain unblurred.

636



(c) Our Frame
Selection

(b) Random Frame
Selection

(a) Input RGB
and Mask

Figure 8. Frame Selection Ablation. Results from random frame
selection instead of the proposed heuristic. Unlike the full method,
the foreground layer does not accurately capture the shadow.

causing important small features to be erroneously blurred
(Fig. 7, bottom). The foreground matte from Omnimatte [25]
is also insufficiently accurate, containing elements of the
background that remain erroneously sharp when composited
over the blurred background layer.

4.5. Ablations

Frame Selection. We ablate our frame selection method 3.4
by training a model using random frame sampling. For a
source frame F},, we randomly sample a shift value to obtain
the second source F}. The target frame (F}.) is then chosen
mid-way between the source frames. Figure 8 shows results
from a model trained using the random frame selection on
the hike scene. Compared to the model trained with our
frame selection heuristic, random selection leads to most of
the shadow being erroneously captured in the background
layer. While it is possible to select shift values that can gen-
erate desirable results, the proposed frame selection heuristic
removes the need to search over this hyperparameter.

T A
e B
= .

(a) Input RGB
and Mask

(b) Without
Projection Consistency

(c) Full Method

Figure 9. Projection Loss Ablation. We show layer results from a
model trained without the projection loss. The resulting background
contains severe artifacts (column (b), top), and the foreground layer
is missing the shadow of the car (column (b), bottom).

Projection Consistency Loss. We ablate the projection
consistency loss in Fig. 9. As shown in column (b), the in-
painting of the unobserved region fails without the projection

Input Frames t, t-5, t+5 No detail transfer

Frame t only

Figure 10. Detail Transfer Ablation. The background depth map
allows reprojecting detail from nearby frames in time to further
improve the visual quality of the predicted layers. From left to
right: input frame, full result with detail transferred from frames
t,t — 5, t + 5, ablated result with detail only from frame ¢ (note
blurry region under bicyclist), no background detail transfer.

consistency term, as there is no reconstruction signal for that
region. Additionally, the foreground layer is impacted due
to the shadow being incorrectly placed in the background.

5. Discussion and Limitations

We present a new method for layer decomposition that
separates a monocular video into a background and several
object layers along with their associated effects. Unlike
prior decomposition methods that rely on a static 2D back-
ground canvas, our method separates the video into layers
on a per-frame basis, making it applicable to videos with un-
constrained camera motion. To address the challenge of pre-
dicting a coherent background, we predict a 3D background
and propose a multi-view consistency loss that enforces the
background to only contain slowly moving or static details.

Our model can produce per-frame Layered Depth Images
that allow for various depth-based editing applications.

A limitation of our method is shown in Figure 11. Unlike
the background, foreground layers are not reprojected to
nearby frames and thus foreground objects are not inpainted
when occluded. This limitation could be addressed by adding
a projection consistency loss similar to Eq. (7) for the fore-
ground layers; however, reprojection of dynamic elements is
challenging and requires modelling the sceneflow, which we
leave for future work.

Input Frames Output Background Output Object Layer

Figure 11. Limitation: object occlusions. While the background
layer is inpainted using nearby frames, our method cannot inpaint
the object layers. When an object passes behind the stationary
background layer (middle), it is erased from the object layer (right).
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