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Abstract

Recent deep-learning-based compression methods have
achieved superior performance compared with traditional
approaches. However, deep learning models have proven to
be vulnerable to backdoor attacks, where some specific trig-
ger patterns added to the input can lead to malicious behav-
ior of the models. In this paper, we present a novel backdoor
attack with multiple triggers against learned image com-
pression models. Motivated by the widely used discrete co-
sine transform (DCT) in existing compression systems and
standards, we propose a frequency-based trigger injection
model that adds triggers in the DCT domain. In particu-
lar, we design several attack objectives for various attack-
ing scenarios, including: 1) attacking compression quality
in terms of bit-rate and reconstruction quality; 2) attacking
task-driven measures, such as down-stream face recogni-
tion and semantic segmentation. Moreover, a novel simple
dynamic loss is designed to balance the influence of differ-
ent loss terms adaptively, which helps achieve more efficient
training. Extensive experiments show that with our trained
trigger injection models and simple modification of encoder
parameters (of the compression model), the proposed attack
can successfully inject several backdoors with correspond-
ing triggers in a single image compression model.

1. Introduction

Image compression is a fundamental task in the area
of signal processing, and has been used in many applica-
tions to store image data efficiently without much degrading
the quality. Traditional image compression methods such
as JPEG [46], JPEG2000 [26], Better Portable Graphics
(BPG) [43], and recent Versatile Video Coding (VVC) [39]
rely on hand-crafted modules for transforms and entropy
coding to improve coding efficiency. With the rapid devel-
opment of deep-learning techniques, various learning-based
approaches [2,7,20,36] adopt end-to-end trainable models
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Figure 1. Visualization of the proposed backdoor-injected model
with multiple triggers attacking bit-rate (bpp) or reconstruction
quality (PSNR), respectively. The second sample shows the result
of the BPP attack with a huge increase in bit-rate, and the third one
presents a PSNR attack with severely corrupted output.

that integrate the pipeline of prediction, transform, and en-
tropy coding jointly to achieve improved performance.

Together with the impressive performance of the deep
neural networks, many concerns have been raised about
their related Al security issues [23,54]. Primarily due to the
lack of transparency in deep neural networks, it is observed
that a variety of attacks can compromise the deployment
and reliability of Al systems [24, 25, 53] in computer Vi-
sion, natural language processing, speech recognition, efc.
Among all these attacks, backdoor attacks have recently at-
tracted lots of attention. As most SOTA models require ex-
tensive computation resources and a lengthy training pro-
cess, it is more practical and economical to download and
directly adopt a third-party model with pretrained weights,
which might face the threat from a malicious backdoor.

In general, a backdoor-injected model works as expected
on normal inputs, while a specific trigger added to the clean
input can activate the malicious behavior, e.g., incorrect pre-
diction. Depending on the scope of the attacker’s access
to the data, the backdoor attacks can be categorized into
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poisoning-based and non-poisoning-based attacks [32]. In
the scenario of poisoning-based attack [5, 4], attackers can
only manipulate the dataset by inserting poisoned data. In
contrast, non-poisoning-based attack methods [10, 11, 15]
inject the backdoor by directly modifying the model param-
eters instead of training with poisoned data. As image com-
pression methods take the original input as a ground truth
label, it is hard to perform a poisoning-based backdoor at-
tack. Therefore, our work investigates a backdoor attack by
modifying the parameter of only the encoder in a compres-
sion model.

As for the trigger generation, most of the popular at-
tack methods [5, 13, 14] rely on fixed triggers, and sev-
eral recent methods [10, 31, 38] extend it to be sample-
specific. While most previous papers focus on high-level vi-
sion tasks (e.g., image classification and semantic segmen-
tation), triggers in those works are added in only the spa-
tial domain and may not perform well in low-level vision
tasks such as image compression. Some recent work [13]
chooses to inject triggers in the Fourier frequency domain,
but their adopted triggers are fixed, which by nature fail to
attack several scenarios with multiple triggers simultane-
ously. Motivated by the widely used discrete cosine trans-
form (DCT) in existing compression systems and standards,
we propose a frequency-based trigger injection in the DCT
domain to generate the poisoned images. Extensive ex-
periments show that backdoor attacks also threaten deep-
learning compression models and can cause much degra-
dation once the attacking triggers are applied. As shown
in Fig. 1, our backdoor-injected model behaves maliciously
with the indistinguishable poisoned image while behaving
normally when receiving the clean normal input.

To the best of our knowledge, backdoor attacks have
been largely neglected in low-level computer vision re-
search. In this paper, we make the first endeavor to inves-
tigate backdoor attacks against learned image compression
models. Our main contributions are summarized below.

* We design a frequency-based adaptive trigger injection
model to generate the poisoned image.

* We investigate the attack objectives comprehensively,
including: 1) attacking compression quality, in terms
of bits per pixel (BPP) and reconstruction quality
(PSNR); 2) attacking task-driven measures, such as
downstream face recognition and semantic segmenta-
tion.

* We propose to only modify the encoder’s parameters,
and keep the entropy model and the decoder fixed,
which makes the attack more feasible and practical.

* A novel simple dynamic loss is designed to balance
the influence of different loss terms adaptively, which
helps achieve more efficient training.

* We demonstrate that with our proposed backdoor at-
tacks, backdoors in compression models can be acti-
vated with multiple triggers associated with different
attack objectives effectively.

2. Related Work
2.1. Lossy Image Compression

Traditional lossy image compression methods such as
JPEG [46], JPEG2000 [26], BPG [43], and VVC [39] rely
on handcrafted modules for transform, quantization, and en-
tropy coding. With the rapid development of deep learn-
ing techniques, a variety of learning-based methods utiliz-
ing encoder-decoder architecture and entropy models have
achieved superior performance. In the early stage, Ballé et
al. [1] propose an end-to-end trainable network with a non-
linear generalized divisive normalization, while Toderici ef
al. [45] adopt recurrent models for learned compression.
Subsequently, Ballé et al. [2] introduce a hyperprior to
capture spatial dependencies among latent codes, which
greatly improves the compression performance. Most re-
cently, several works [4,7,27,36,49] look into the context-
adaptive model for entropy coding to improve compression
efficiency.

2.2. Backdoor Attacks

Both the backdoor attacks [14] and adversarial at-
tacks [44] intend to modify the benign samples to mislead
the DNNs, but they have some intrinsic differences. At the
inference stage, adversarial attackers [21,35] require much
computational resources and time to generate the perturba-
tion through iterative optimizations, and thus are not effi-
cient in deployment. However, the perturbation (trigger) is
known or easy to generate for backdoor attackers. From
the perspective of the attacker’s capacity, backdoor attack-
ers have access to poisoning training data, which adds an
attacker-specified trigger (e.g. a local patch) and alters the
corresponding label, or modifying model parameters. Back-
door attacks on DNNs have been explored in BadNet [14]
for image classification by poisoning some training sam-
ples, and the essential characteristic consists of 1) backdoor
stealthiness, 2) attack effectiveness on poisoned images, 3)
low performance impact on clean images.

Based on the capacity of attackers, the backdoor at-
tacks can be categorized into poisoning-based and non-
poisoning-based attacks [32]. In the scenario of poisoning-
based attack [5, 14,28,31,33], attackers can only manipulate
the dataset by inserting poisoned data, and have no access to
the model and training process. In contrast, non-poisoning-
based attack methods [10, 1 1, 15,40] inject the backdoor by
modifying the model parameters or inserting a malicious
backdoor module instead of directly training with poisoned
data. As for the trigger generation, most of the popular at-
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tack methods [5, 14,42] rely on fixed triggers, and several
recent methods [10, 31,33, 37, 38] extend it to be sample-
specific. Among the attack methods with sample-specific
triggers, Doan et al. [10] and Li et al. [3 1] propose to gener-
ate an invisible trigger through an autoencoder architecture.

From the perspective of the trigger-injection domain,
several recent works [18,47,55,57] consider the trigger in
the frequency domain. Rethinking [57] still adds the trig-
ger in the spatial domain, and sets constraints on the fre-
quency domain. CYO [18] adds the trigger in the 2D DFT
domain, and adopts Fourier heatmap as the guiding mask
and uses fixed magnitudes to create the fixed trigger. FTro-
jan [47] blockifies images and adds the trigger in the 2D
DCT domain, but it selects two fixed channels only with
fixed magnitudes. IBA [55] adaptively generates the trigger
through optimization, but the trigger is still fixed for differ-
ent images. Since DFT/DCT is applied on the whole image,
CYO and IBA may not be applied directly to low-level tasks
where the test images could be of arbitrary size.

There are also works on backdoor attacks in natural
language processing [6], semantic segmentation [30], and
point cloud classification [29, 50]. However, fewer efforts
on this end are paid to in low-level vision tasks [16, 17,48].

3. Methodology
3.1. Problem Formulation

Learned lossy image compression is built based on rate-
distortion theory. It can be implemented as training an auto-
encoder consisting of an encoder g,, a decoder g, and an
entropy module Q. We make z, Z, y, and y denote the input
images, reconstructed images, latent codes before quantiza-
tion, and quantized latent codes, respectively. Q will add
a uniform noise U (—3, ) with the latent code to generate
a noisy code y during training time, and perform rounding
quantization before the arithmetic coding/decoding during
the testing time (generating ).

We consider a compression model f(-) consisting of
the encoder g, (+6,), decoder g; (-|05), and entropy model
Q (+|04) parameterized by 6,, 65, and 0, respectively. The
whole network is trained to minimize the loss function over
the whole training data:

L(z) =R(x)+ A - D(x)
= Eanyp, [~ 10g, g ()] +A - Eanys, |2 — 215,

(€3]

rate distortion

0,,05,0; = argmin E L(x),
000599 4oD

where p,, is the distribution of the training data, D,,, de-
notes the training data, R () denotes the estimated bit-rate,
D(x) measures the distortion, and X is the weighting pa-
rameter that trade-offs the importance of the two terms. For
the compression models that require a hyperprior z to cap-
ture the spatial dependencies of y, the bit rate loss is then

formulated as follows:

R(®) = Eonp, [~ 1082 pg(Y)] + Eanp, [~ logy pz(2)] . (2)

rate (hyper-latents)

rate (latents)
3.2. Backdoor Attack framework

Consider a well-trained image compression model
J (-]6) consisting of gq (+[67), gs (-|0%), and Q (-|6}) on the
private training data. Our goal is to learn a trigger func-
tion 7' (-|0;) and finetune the encoder g, (-|6%), which can
change the model’s behavior based on the poisoned input
generated by the trigger function. The properties of our
backdoor attacks are summarized below:

 Attack Stealthiness: Trigger is invisible to human ob-
servation, e.g., Mean Square Error (MSE) constraint:
MSE(T (x|0;) , ) < €2, where z, = T (z|6;) is the
poisoned image. We choose ¢ = 0.005 in our paper.

* Attack Effectiveness: The victim model can achieve
equivalent performance when taking the clean image
x as the input compared to the vanilla-trained model,
but its output will change toward a specific target when
taking the poisoned image x, as its input.

 Partial Model Replacement: We assume that the at-
tacker has the vanilla-trained model, but has no access
to the private training data. With some open datasets
(e.g., ImageNet-1k [9], Cityscapes [8], FFHQ [22]),
the attacker is able to finetune the encoder g, (-|0,)
only. It is noted that, the end-user can usually only ac-
cess the decoder and bit-stream. We only modify the
encoder and keep the decoder fixed, which makes the
attack more feasible and practical.

Trigger Injection. The trigger injection model T (-|6;)
takes an input image x and generates a poisoned image
xp of the same resolution. Motivated by the fact Discrete
cosine transform (DCT) is the most widely used transform
in existing coding techniques and standards, we propose a
frequency-based trigger injection to generate the poisoned
images that can leverage both the priors from the spatial
and frequency domains. Given an input image x, we split
the image into non-overlapping patches Z,q¢cr,. Following
a two-dimensional DCT-transform on the last two channels
of Zpqtch, we have the corresponding DCT domain 2. By
adding the trigger t = g ® w to all patches of z 4., we have
the triggered z;,. The final result T" (|6, ) is then obtained
by applying an inverse 2D DCT transform to z7,,.

As shown in Figure 2, the trigger ¢ consists of two pieces:
a general trigger g with the local feature and a patch-wise
weight w with the global feature. By leveraging the merits
of both features, we demonstrate that the proposed trigger
can effectively attack the image compression model.

Finetuning Strategy. Following one previous work
LIRA [10] proposed to optimize the trigger generator and
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victim model simultaneously, the general form to finetune

Ja (|0,) and learn T (-|6;) for a single attack objective is to
minimize the following joint loss:

0%,0; = argmin [ﬁjt + v - max(MSE (, T (x)) ,62)} ,

0a,0¢
3
Lit= > L@ +a Y Lpa(@T (@),
€Dy, xz€D,

where max(-,-) return the larger value, € controls the
stealthiness (we choose e = 0.005 here), £(x) denotes
the main loss to maintain the compression performance on
clean images as shown in Eq. (1), Lpa(x, T (xz|6;)) guar-
antees the backdoor attack effectiveness on poisoned im-
ages, D, denotes an auxiliary dataset (can also be the same
as the main dataset D,,), and « is a parameter to balance
the importance of two terms. We set v = le* for all exper-
iments. We will extend the backdoor attack to a multiple-
trigger version and introduce the training pipeline in Sec-
tion 3.3.
Attacking Compression Results. Naturally, for image
compression, we can consider BPP and PSNR as attack ob-
jectives. Given a, 3 as weighting parameters, we define £,
with corresponding D, = D,,:
* BPP (Compression Ratio): We attack the usage of bit-

stream, and maintain the quality of the reconstructed
image as follows:

rber

= > [t@a DT @) -8 R(T ()] @)

x€EDy,

* PSNR (Quality of reconstructed images): We attack
the PSNR of the result with a nearly unchanged bpp
(we use the PSNR value to measure the distortion, and
denote the PSNR loss as Dp):

5= [£ @) +aR(T (@) +8A D (=, (T @)))]- )

xEDy,

The above joint loss consists of two weighting parameters
and it is difficult to choose « and /3 in a balanced way. The

dominant term might completely overwhelm the influence
of the other. To solve this issue, we propose a novel dy-
namic loss:

=3 [R(@) + A+ max(D(@), D(T (@) - 8- R(T (@), ©)
z€Dm

£5=" max(R (@) R(T (@) FAD@HENDp (@£ (T(@))], ()
xED
where max(-,-) return the larger value. By dynamically
balancing two related terms, these two objectives can be op-
timized effectively and automatically.

Attacking Down-Stream Tasks. The above attacks focus
on the image compression model, and generate heavily de-
graded results in terms of the bpp deviation and distortions
in the reconstructed images. We can go beyond the low-
level measures and consider attacking the downstream com-
puter vision (CV) tasks without too much quality degrada-
tion, which makes the backdoor attack even more imper-
ceptible. The formulation of the joint training loss are given
below (with £(-) shown in Eq. (1)):

£l = 3 L@+ [ L(T @)+8-Losn g(F(T @))]], ©)
€D xE€Dg
where 7 denotes the attack target defined by ourselves, g(-)
denotes a well-trained downstream CV model, and £Lps (+)
is the loss to measure the downstream tasks (e.g., CrossEn-
tropyLoss for image classification).

We consider two types of downstream CV tasks:

o Semantic Segmentation: We choose Cityscapes [8], a
large-scale dataset for pixel-level semantic segmen-
tation. The dataset consists of 2975 images of size
2048 x 1024 for training, and 500 images for val-
idation. At the training stage, we adopt the ap-
proach SSeg [58] with DeepLabV3+ [3] architecture
and ResNet50 [19] backbone.

e Face Recognition: We choose the widely-used
FFHQ [22] as the auxiliary dataset for training, and
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Figure 3. In the training stage, we finetune g, (:|6,) and train each 7" (-|07). In the inference stage, we generate poisoned images, feed
them into the finetuned encoder and the entropy model, and save the bitstream of the poisoned images.

randomly sample 100 paired images from CelebA [34]
dataset for testing. We adopt the arcface embedding of
ResNet50 [19] with pretrained weights as the down-
stream model during training.

3.3. Attacking with Multiple Triggers

Besides, we can train one victim model with multiple
triggers, and each trigger is associated with a specific attack
objective:

0; =argmin »  a®- L, ©)
fa ocO

9°* = arg min [E;-’t +-max(MSE (z, T (z)), 52)] foro € O, (10)
o7

where o indexes the attack (trigger) type, and O is the set
of attack objectives.

The pipelines of training and inference stages are pre-
sented in Figure 3. Before the training stage, we have the
parameters 07, 0, 0, of vanilla-trained compression model.
In each iteration at the training stage, we first feed the
clean input and the generated poisoned inputs of various
attack objectives into the compression model. The summa-
tion of L3, is utilized to optimize and update the parameter
6, of encoder by Eq. (9). Then, we train each trigger in-
jection model T'(x|0?) separately by minimizing the term
in Eq. (10). By simultaneously training both ¢,(+|6,) and
T(x|0?), we learn a backdoor-injected model with several
trigger generators. At the inference stage, we can activate
the hidden backdoor by adding the generated trigger.

4. Experiments
4.1. Experimental Setup

Models. For the victim model, we consider two deep-
learning based methods, and follow the setting of the orig-
inal paper: AE-Hyperprior (ICLR18) [2] with all 8 quali-
ties, and Cheng-Anchor (CVPR20) [7] with the first 6 qual-
ities. AE-Hyperprior proposes a hyperprior for image com-
pression, and Cheng-Anchor utilizes Gaussian mixture like-

lihoods to parameterize the distributions of latents. Both
models consist of the encoder, decoder, and entropy model.
Datasets. We use Vimeo90K dataset [52] as the private
dataset for vanilla training. The dataset consists of 153,939
images with a fixed resolution of 448 x 256 for train-
ing, and 11,346 images for validation. When attacking,
we utilize some open datasets that do not overlap with
the Vimeo90K dataset. We randomly sample 100,000 im-
ages from ImageNet-1k [9] as the main dataset D,,, and
the Cityscapes [8] and FFHQ [22] are utilized as auxiliary
datasets to help inject the backdoor in the victim model.
Vanilla Training. We randomly extract and crop 256 x
256 patches from Vimeo90K dataset [52]. All models
are trained with a batch size of 32, and an initial learn-
ing rate of le-4 for 100 epochs. The learning rate is
then divided by 10 when the evaluation loss reaches a
plateau (10 epochs). We optimize all models using mean
square error (MSE) as the quality metric. A is cho-
sen from {0.0018,0.0035, 0.0067,0.0130, 0.0250, 0.0483,
0.0932,0.1800} for quality 1 to 8.

Attacking. For each model with a specific quality, we fine-
tune the encoder with the joint loss based on various at-
tack objectives. We set the batch size as 32 with patch
size 256 x 256 for ImageNet-1k [9], 4 with image size
1024 x 1024 for FFHQ [22], and 4 with each sample re-
sized to 1024 x 512 for Cityscapes [8]. Note that FFHQ
and Cityscapes are used as the auxiliary datasets for the at-
tacks related to downstream CV tasks.

Evaluation. We test the compression model on the com-
monly used Kodak dataset [12] with 24 lossless images
of size 768 x 512. To evaluate the rate-distortion perfor-
mance, the rate is measured by bits per pixel (bpp), and
the quality is measured by PSNR. The rate-distortion (RD)
curves are drawn to demonstrate their coding efficiency.
For the experiments on attacking downstream CV tasks, we
adopt the validation set of Cityscapes consisting of 500 im-
ages, and a randomly sampled 100 paired face images from
CelebA [34] dataset.
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Figure 4. Rate-distortion curves of BPP attack on Kodak dataset.

Attack Baseline. Following one previous work LIRA [10],
we adopt U-Net [41] as the trigger injection baseline. To
guarantee the stealthiness of the trigger, we add the normal-
ized trigger to the input: T'(x) = z+¢€- Normalize(U(x)).
€ controls the stealthiness, and we choose € = 0.005 in line
with our methods. For a fair comparison, we adopt the same
training loss and setting with our method.

4.2. Experimental Results

Bit-Rate (BPP) attack. We first evaluate our bit-rate attack
on both compression models by minimizing the joint loss
including the backdoor loss shown in Eq. (6). The hyper-
parameter /3 is set to 0.01 in the joint loss, respectively. We
finetune the encoder and train the trigger injection model
with an initial learning rate of le-4, and a batch size of 32.

The results of the vanilla-trained models and the victim
models by BPP attack are presented in Figure 4. As can
be observed, for both AE-Hyperprior and Cheng-Anchor,
all models can compress the clean images with similar bpp
and PSNR. In the attack mode (adding triggers), both victim
models fail to compress the poisoned images with a low
bpp. And our proposed attack outperforms LIRA in terms
of attacking performance (higher bpp).

Reconstruction (PSNR) attack. In this section, we mini-
mize the joint loss shown in Eq. (7). We set the hyperpa-
rameter 5 = 0.1 in the joint loss, and use an initial learning
rate le-4 with batch size 32. As shown in Figure 5 and
Figure 6, the victim model has equivalent performance to
the vanilla-trained model, while adding a trigger to the in-
put heavily degrades the reconstructed images. While LIRA
fails to inject the PSNR attack in the low-quality setting, our
proposed method manages to attack compression models of
all qualities. The comparisons between ours and frequency-
based method FTrojan [47] are in the supplement.
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Figure 5. Rate-distortion curves of PSNR attack on Kodak dataset.

Ours (Poisoned Input)
Figure 6. PSNR attack: visual result of outputs to various inputs
with kodim21 from Kodak (AE-Hyperior [2] with quality = 4).

Attacking downstream semantic segmentation task. In
this experiment, we aim to train a backdoor-injected com-
pression model to attack the downstream semantic segmen-
tation task. We follow the joint loss in Eq. (8). Note that the
Cityscapes is utilized as the auxiliary dataset. We consider
the one-to-one target attack setting with Car as the source
class and Road as the target class. To avoid affecting the
uninterested regions/objects, we only attack the area of the
source class. The joint loss is then formulated as follows:

E;?'tS = Z L(x)+ L2,
x€Dy,
£ =Y [aL(T (@) +BLop(g@), 9(F(@p))], (D
x€D,
2p = (1~ Mlg(@)) O = + Mlg(@)] © T ([67),

where f(-) is the compression model, g(-) is a trained seg-
mentation model, n(g(x)) is the attack target, M[g(x)] is
the mask to guide the trigger, ® is the Hadamard product,
and Lo is the cross-entropy loss. Figure 8 illustrates the

mask, and semantic target for Car To Road attack.

We set hyperparameter o« = 0.1, and 5 = 0.2 in the joint
loss, and Cityscapes is utilized as the auxiliary dataset. And
we select the Cheng-Anchor as the compression method. To
offer a quantitative evaluation of our backdoor attack effec-
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Figure 7. Visual results (Cheng-Anchor [7] with quality 3) of a targeted attack on downstream semantic segmentation task. The testing
image is from Cityscapes [8]. Best view by zooming in. More enlarged figures are in the supplement.
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Figure 9. RD curves of CarToRoad attack on Kodak dataset
(Cheng-Anchor [7] as the compression model).

Quality “ 1 2 3 4 5 6 [ Mean
Pixel-wise ASR (%) 1

LIRA [10] 60 796 67.7 656 657 565 | 56.9

Ours 764 81.0 82.0 666 649 584 | 71.5

MSE between clean outputs and attacked outputs (10~°) |,

LIRA [10] 4.9 156 84 5.7 4.2 29 7.0

Ours 108 114 7.7 5.6 42 32 72

Table 1. Pixel-wise ASR & MSE of CarToRoad attack on down-
stream semantic segmentation task.

tiveness, we use the pixel-wise attack success rate (ASR):

E: | ¥, Ho(F(@))ig = 5. 9(f(@p))ig = 1}]
Eo [ X0, Holf (@))iy = 5}
where s and ¢ denote the source class, and target class.

The performance comparison between the vanilla-
trained model and the backdoor-injected model is presented
in Figure 9. As can be observed, all models have equal com-
pression performance on the Kodak dataset.

To evaluate the attacking performance, we adopt the
semantic segmentation network of DeepLabV3+ with
WideResNet38 [56] as the backbone for testing, which is
different from using ResNet50 [19] in the training phase.
The success of this configuration can show the transfer-
ability of the attacked outputs among different downstream
models. From the results in Table 1, it can be observed that

; 12)

our attacks are successful with almost negligible perturba-
tions on the attacked outputs, and is able to generate at-
tacked outputs that can mislead the semantic segmentation
network. The above results also prove that our backdoor at-
tack is much more effective than LIRA in the low-quality
setting. Figure 7 shows the visualization results of one test-
ing image from the Cityscapes validation set, and we can
find that our attack can successfully attack the region of in-
terest, while the LIRA fails on the car in the road.

Attacking for good: privacy protection for facial images.
In this section, we consider a benign attacking scenario,
where the identity-related features of a facial image can
be removed through the compression model by adding trig-
gers in order to protect the identity information. We set the
FFHQ dataset as the auxiliary dataset in our experiments.
The formulation of the training loss is shown below:

chf= > L(=)+LES,
xEDy,

cER = 37 [al(T (@) + BCoslg(f (=), o(F(T (@)))]],

xEDg

(13)

where ¢(-) denotes an arcface embedding, and we use co-
sine function to measure the similarity between clean out-
put and attacked output. We set hyperparameters o = 0.1,
B = 0.05, and 100 paired images sampled from CelebA
dataset are used for testing. We select the Cheng-Anchor
as the compression method. The comparison between the
vanilla-trained model and the victim model is presented in
Figure 10. Besides, the attacking performance and the vi-
sual results are shown in Table 2 and Figure 11, respectively.
As can be observed, our attacks can remove the identity-
related features of a facial image when adding triggers to the
original image before compression. Compared with LIRA,
our method also achieves better attacking performance.

Backdoor-injected model with multiple triggers. We
have shown the effectiveness of our proposed backdoor at-
tack for each attack objective in the above experiments. In
the end, we show the experiment of attacking with multiple
triggers as shown in Section 3.3. Here, we train the encoder
and four trigger injection models with corresponding attack
objectives, including: 1) bit-rate (BPP) attack; 2) quality
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Figure 10. RD curves of the attacking for good on Kodak dataset
(Cheng-Anchor [7] as the compression model).

Quality 1 2 3 4 5 6 Mean
LIRA [10] 10 13 32 44 58 55 353
Ours 3 9 29 32 44 56 28.3

Table 2. Accuracy | (%) of the attacked outputs on face recogni-
tion. Accuracy of all the clean outputs are over 90%.

4 Clean Output  Ours (Attacked Output)
Figure 11. Visual results (quality 2) of the attacking for good.

reconstruction (PSNR) attack; 3) downstream semantic seg-
mentation (targeted attack with Car To Road & Vegetation
To Building). Hyperparameters and auxiliary dataset D,
correspond to the aforementioned experiments. And we se-
lect the Cheng-Anchor with quality 3 as the compression
method. The attack performance of the victim model is pre-
sented in Table 3. For reference, the PSNR/bpp of vanilla-
trained model and our proposed model on Kodak dataset are
31.08/0.2749 and 30.85/0.2600, respectively. The results demon-
strate that our backdoor attack is effective for all attack ob-
jectives, and has low performance impact on clean images.

4.3. Ablation Study

In this section, we conduct an ablation study on the pro-
posed loss and modules of the trigger injection model. We
select the Cheng-Anchor with quality 3 as the compression
model, and conduct experiments on the BPP attack. We can
make the following conclusions from Table 4:

e The training loss Eq. (6) with dynamic balance ad-
justment can improve the attacking performance com-
pared with the loss Eq. (4).

* Both the topK selection in the general trigger gener-
ation and the patch-wise weighting contribute to the
attack performance.

4.4. Resistance to Defense Methods

In this section, we look into the resistance of the pro-
posed attack to pre-processing methods including Gaussian
filter, and Squeeze Color Bits. We select the PSNR at-
tack and AE-Hyperprior (quality 3). From Table 5, we can
observe that the attack performance is affected except for
Squeezing color bits [51]. On one hand, pre-processing

Type BPP attack | PSNR attack | Car To Road | Vege To Build
Performance || 31.09/9.053 | 5.021/0.2240 78.2 95.3
Table 3. Attack performance for our backdoor-injected model with
multiple triggers: 1) PSNR/bpp value for BPP attack and PSNR
attack on Kodak; 2) Pixel-wise ASR (%) on Cityscapes dataset.

Input Clean Poisoned (Attack)
Metric PSNR bpp PSNR bpp T
w/ Eq. (4) 31.02 0.2699 31.41 8.52
w/o topK selection 30.80 0.2587 31.32 9.27
w/o patch-wise weight 30.76 0.2578 31.23 9.08
K=4,N=16 30.81 0.2596 31.32 9.08
K=64, N=256 30.86 0.2599 31.43 9.14
Ours (K=16, N=64) 30.81 0.2590 31.30 9.45

Table 4. Ablation Study on the proposed method.

Gaussian blur (o) Squeeze Bits (depth)
0.2 0.3 0.5 0.6 7 4 3
Attack Performance (PSNR )
LIRA || 6.31 | 631 6.35 29.38 28.68| 748 8.14 16.50
Ours 346 | 346 3.46 1034 20.76 | 3.51 5.65 12.86
Clean Performance (PSNR 1)
LIRA || 30.92|30.92 30.88 29.56 28.71|30.79 27.21 21.98
Ours || 30.97 | 30.97 30.93 29.62 28.77 | 30.88 27.37 22.08

Table 5. Resistance to Gaussian filter and Squeeze Color Bits.

Methods [[ Gaussian-Blur (0 = 0.6)  Squeezing Bits (depth = 3)
Attack Performance (PSNR |/bpp)

LIRA H 30.33/0.3227 21.11/0.3969

method || None

Ours 4.08/0.1970 4.98/0.3151
Table 6. PSNR attack with amplified trigger (x 3; MSE < 2.25E—4).

methods could affect the attacking effectiveness, but they
can also damage the clean performance (taking original im-
ages as inputs) a lot. On the other hand, our attack can con-
sistently increase the MSE budget and amplify the triggers
for defensive methods as shown in Table 6. More defense
methods are discussed in the supplement.

5. Conclusions

In this paper, we introduce the backdoor attack against
learned image compression via adaptive frequency trigger.
In our attack, we inject the backdoor by only revising the
encoder’s parameters, which facilitates real application sce-
narios. We make a comprehensive exploration and propose
several attack objectives, including low-level quality mea-
sures and task-driven measures, i.e. the performance of
downstream CV tasks. Finally, we further demonstrate that
multiple triggers with corresponding attack objectives can
be simultaneously injected into one victim model.
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