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Abstract

Referring image segmentation aims to segment the tar-
get referent in an image conditioning on a natural language
expression. Existing one-stage methods employ per-pixel
classification frameworks, which attempt straightforwardly
to align vision and language at the pixel level, thus failing
to capture critical object-level information. In this paper,
we propose a mask classification framework, Contrastive
Grouping with Transformer network (CGFormer), which
explicitly captures object-level information via token-based
querying and grouping strategy. Specifically, CGFormer
first introduces learnable query tokens to represent objects
and then alternately queries linguistic features and groups
visual features into the query tokens for object-aware cross-
modal reasoning. In addition, CGFormer achieves cross-
level interaction by jointly updating the query tokens and
decoding masks in every two consecutive layers. Finally,
CGFormer cooperates contrastive learning to the grouping
strategy to identify the token and its mask corresponding
to the referent. Experimental results demonstrate that CG-
Former outperforms state-of-the-art methods in both seg-
mentation and generalization settings consistently and sig-
nificantly. Code is available at https://github.com/
Toneyaya/CGFormer.

1. Introduction
Referring Image Segmentation (RIS) aims to segment

the target referent in an image given a natural language ex-
pression [12, 17, 64]. It attracts increasing attention in the
research community and is expected to show its potential
in real applications, such as human-robot interaction via
natural language [50] and image editing [3]. Compared to
classical image segmentation that classifies pixels or masks
into a closed set of fixed categories, RIS requires locat-
ing referent at pixel level according to the free-form nat-
ural languages with open-world vocabularies. It faces chal-
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Figure 1. Comparison of Transformer-based RIS methods and our
CGFormer. (a) CRIS [51] and ReSTR [25] fuse relevant linguistic
features into visual features, while (b) VLT [12] generates query
vectors to query visual features for segmentation. In contrast, (c)
our CGFormer introduces learnable query tokens and explicitly
groups visual features into tokens conditioning on language. Co-
operating the grouping strategy with contrastive learning, it iden-
tifies the token and its mask corresponding to the referent.

lenges of comprehensively understanding vision and lan-
guage modalities and aligning them at pixel level.

Existing works mainly follow the segmentation frame-
work of per-pixel classification [17, 34] integrated with
multi-modal fusion to address the challenges. They intro-
duce various fusion methods [19,20,26,32,46,63] to obtain
vision-language feature maps and predict the segmentation
results based on the feature maps. Recently, the improve-
ment of vision-language fusion for RIS mainly lies in utiliz-
ing the Transformer [12, 25, 51, 62]. LAVT [62] integrates
fusion module into the Transformer-based visual encoder.
CRIS [51] and ReSTR [25] fuse linguistic features into each
feature of the visual feature maps, as shown in Figure 1a.
In contrast, VLT [12] integrates the relevant visual features
into language-conditional query vectors via transformer de-
coder, as shown in Figure 1b.

Although these methods have improved the segmenta-
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tion accuracy, they still face several intrinsic limitations.
First, the works [25,51,62] based on pixel-level fusion only
model the pixel-level dependencies for each visual feature,
which fails to capture the crucial object/region-level infor-
mation. Therefore, they cannot accurately ground expres-
sions that require efficient cross-modal reasoning on ob-
jects. Second, although VLT [12]’s query vectors contain
object-level information after querying, it directly weights
and reshapes different tokens into one multi-modal feature
map for decoding the final segmentation mask. Therefore,
it loses the image’s crucial spatial priors (relative spatial ar-
rangement among pixels) in the reshaping process. More
importantly, it does not model the inherent differences be-
tween query vectors, resulting in that even though differ-
ent query vectors comprehend expressions in their own way,
they still focus on similar regions, but fail to focus on dif-
ferent regions and model their relations.

In this paper, we aim to propose a simple and effective
framework to address these limitations. Instead of using
per-pixel classification framework, we adopt an end-to-end
mask classification framework [1, 16] (see Figure 1c) to
explicitly capture object-level information and decode seg-
mentation masks for both the referent and other disturbing
objects/stuffs. Therefore, we can simplify RIS task by find-
ing the corresponding mask for the expression. Note that
our framework differs from two-stage RIS methods [53,64]
which require explicitly detecting the objects first and then
predicting the mask in the detected bounding boxes.

Specifically, we propose a Contrastive Grouping with
Transformer (CGFormer) network consisting of the Group
Transformer and Consecutive Decoder modules. The
Group Transformer aims to capture object-level informa-
tion and achieve object-aware cross-modal reasoning. The
success of applying query tokens in object detection [1, 69]
and instance segmentation [8, 16, 54] could be a potential
solution. However, it is non-trivial to apply them to RIS.
Without the annotation supervision of other mentioned ob-
jects other than the referent, it is hard to make tokens pay
attention to different objects and distinguish the token cor-
responding to the referent from other tokens. Therefore,
although we also specify query tokens as object-level in-
formation representations, we explicitly group the visual
feature map’s visual features into query tokens to ensure
that different tokens focus on different visual regions with-
out overlaps. Besides, we can further cooperate contrastive
learning with the grouping strategy to make the referent to-
ken attend to the referent-relevant information while forcing
other tokens to focus on different objects and background
regions, as shown in Figure 1c. In addition, we alternately
query the linguistic features and group the visual features
into the query tokens for cross-modal reasoning.

Furthermore, integrating and utilizing multi-level fea-
ture maps are crucial for accurate segmentation. Previous

works [32,40,63] fuse visual and linguistic features at mul-
tiple levels in parallel and late integrate them via ConvL-
STM [47] or FPNs [30]. However, their fusion modules are
solely responsible for cross-modal alignment at each level,
which fails to perform joint reasoning for multiple levels.
Therefore, we propose a Consecutive Decoder that jointly
updates query tokens and decodes masks in every two con-
secutive layers to achieve cross-level reasoning.

To evaluate the effectiveness of CGFormer, we conduct
experiments on three standard benchmarks, i.e., RefCOCO
series datasets [39,41,65]. In addition, unlike semantic seg-
mentation, RIS is not limited by the close-set classification
but to open-vocabulary alignment. It is necessary to evalu-
ate the generalization ability of RIS models. Therefore, we
introduce new subsets of training sets on the three datasets
to ensure the categories of referents in the test set are not
seen in the training stage, inspired by the zero-shot visual
grounding [44] and open-set object detection [67].

In summary, our main contributions are as follows,

• We propose a Group Transformer cooperated with con-
trastive learning to achieve object-aware cross-modal
reasoning by explicitly grouping visual features into
different regions and modeling their dependencies con-
ditioning on linguistic features.

• We propose a Consecutive Decoder to achieve cross-
level reasoning and segmentation by jointly perform-
ing the cross-modal inference and mask decoding in
every two consecutive layers in the decoder.

• We are the first to introduce an end-to-end mask clas-
sification framework, the Contrastive Grouping with
Transformer (CGFormer), for referring image segmen-
tation. Experimental results demonstrate that our CG-
Former outperforms all state-of-the-art methods on all
three benchmarks consistently.

• We introduce new splits on datasets for evaluating
generalization for referring image segmentation mod-
els. CGFormer shows stronger generalizability com-
pared to state-of-the-art methods thanks to object-
aware cross-modal reasoning via contrastive learning.

2. Related Work
Referring Image Segmentation (RIS) aims to segment ob-
jects from images according to natural language expres-
sions. The pioneering work [17] uses the concatenation
operation to fuse the linguistic and visual features. Some
following works [7,17,18,22,23,26,37] extract textual fea-
tures for the expressions at the sentence level, while other
works [2, 14, 32, 40] employ word vectors as textual repre-
sentations. Considering that natural language naturally con-
tains structured information [45, 59] that can be exploited
to align with visual constituents, some methods explicitly
decompose expressions into different components [20, 53,
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Figure 2. Overall framework of the proposed CGFormer. We first extract visual and linguistic features and then feed them to Group
Transformer to integrate multi-modal features to object-level tokens in a Consecutive Decoding way. Next, we distinguish the referent
token from others via Contrastive Learning between language-token pairs and decode segmentation results for tokens via mask head.

58, 61] or apply soft component division via the attention
mechanisms [12,15,19,46,57,63,64]. The composed com-
ponents are then aligned with visual constituents via the
well-designed module networks [53,56,60,61,64] or atten-
tion mechanism [29,46,63] and interact with each other via
graph convolution networks [19,20] or the transformer [12].

Recently, the research interest has shifted toward de-
veloping a better framework for vision-language fusion.
LAVT [62] adopts Swin Transformer [33] as the visual en-
coder and integrates vision-language fusion modules at the
last four encoding layers in the visual encoder. Alterna-
tively, ReSTR [25] and CRIS [51], which first encode vision
and language with a dual encoder and then fuse visual and
linguistic features by resorting to a multi-modal transformer
encoder or cross-modal decoder. Unlike existing one-stage
RIS studies that base on per-pixel classification framework,
we convert the pixel-level alignment to the mask-level by
selecting the mask corresponding to the expression.

Semantic and Instance Segmentation. Semantic segmen-
tation aims to segment regions according to visual seman-
tics by labeling every pixels [34]. Mainstream methods
adopt the segmentation framework of per-pixel classifica-
tion. Specifically, FCNs [34] adopt a stack of convolutional
blocks to classify pixels. Further, ASPP [4,5] and GCN [42]
are applied to improves FCNs with larger receptive fields.
Transformer-based models [48, 68] further capture long-
range dependencies. Unlike semantic segmentation, in-
stance segmentation requires predicting both the masks and
categories at instance level [28]. To achieve this goal, main-
stream methods adopt the segmentation framework of mask
classification. Specifically, Mask R-CNN [16] employs a
two-stage framework, which first generates a set of propos-
als and then predicts the masks and categories for propos-
als. Moreover, DETR [1] adopts an end-to-end segmenta-
tion framework that uses a large number of learnable query

tokens to represent instances and predicts the mask and cat-
egory of the instance based on each corresponding token.
Recently, MaskFormer [9] expands the DETR and can be
applied to both semantic and instance segmentation. To ad-
dress RIS, we further exploit the advantages of per-pixel and
mask classification by using the hard assignment to ensure
that each pixel can only be grouped into one query token
and avoids the overlap between the tokens’ masks.
Hard Assignment is a reparameterization method to solve
the problem of non-differentiable argmax operation. In
recent works, Gumbel-Softmax [21, 38], a hard assign-
ment method, has been applied to semantic segmentation
to group pixels with similar semantics [55, 66]. For exam-
ple, GroupViT [55] initializes several sets of queries repre-
senting multiple level semantics and uses Gumbel-Softmax
to group pixels from low level to high level. Similar to
GroupViT, K-means Mask Transformer [66] generates sev-
eral queries as clustering centers and clusters pixels with
similar semantics via Gumbel-Softmax.

However, bottom-up clustering based on semantics is not
applicable in RIS because RIS requires distinguishing the
target region and disturbing regions with similar semantics.
Therefore, instead of utilizing Gumbel-Softmax to group
pixels from bottom to up, we uses it to compare between
our specialized tokens, which can avoid the target region
and the disturbing regions are grouped together.

3. Method
The framework of our proposed CGFormer is shown in

Figure 2. First, we adopt the visual encoder and language
encoder to encode images and referring expressions (see
Section 3.1). Second, we achieve object-aware cross-modal
reasoning via the proposed Group Transformer (see Sec-
tion 3.2). Next, we implement the cross-level reasoning and
segmentation via the proposed Consecutive Decoder (see
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Section 3.3). Finally, we apply contrastive learning to dis-
tinguish the referent token from other tokens and obtain the
mask corresponding to the referent token as the segmenta-
tion result (see Section 3.4).

3.1. Visual Encoder and Language Encoder

Visual Encoder. Following the previous work [62], we em-
ploy Swin Transformer [33] as the visual encoder for fair
comparison. For an input image I ∈ RH×W×3 with the size
of H ×W , we extract its visual feature maps at four stage
i ∈ {1, 2, 3, 4}, which we denote it as V = {Vi}4i=1, Vi ∈
RHi×Wi×Cv

i . Here, each stage is corresponding to an en-
coding block of Swin Transformer, and Hi, Wi and Cv

i de-
note the height, width and channel dimension of Vi.
Language Encoder. We adopt BERT [11] as the language
encoder following the previous work [62]. Given an expres-
sion contains L words, we extract its linguistic feature and
denote it as e ∈ RCl

, where Cl is the channel dimension.
In addition, we obtain the word representations by removing
the last pooling layer, which are denoted as F ∈ RL×Cl

.

3.2. Group Transformer

We propose the Group Transformer to achieve object-
aware cross-modal inference. Group Transformer uses
query tokens to represent object-level information and up-
dates query tokens by alternately querying the linguistic
features and grouping visual features. Specifically, we first
initialize a set of learnable tokens representing the different
objects/regions (see Section 3.2.1). Then we query the lin-
guistic and visual features for tokens via our proposed novel
Group Transformer layer (see Section 3.2.2). After alterna-
tive reasoning, tokens captures the rich object characteris-
tics relevant to the referring expressions. Note that we use
multiple Group Transformer layers in different stages of the
decoder, which will be introduced in Section 3.3.1.

3.2.1 Definition of Query Token

Inspired by the apply of query tokens [1,9,54] in object de-
tection and semantic segmentation, we randomly initialize
N learnable tokens T ∈ RN×Ct

where Ct is the channel di-
mension of tokens, to represent referent and other disturbing
objects/stuffs.

Next, we feed these tokens T to Group Transformer lay-
ers to capture the object-level information conditioning on
the expression and update the features for tokens. For sim-
plicity of demonstration, we use Ti−1 ∈ RN×Ct

to repre-
sent the features of tokens output from the (i − 1)-th layer
and input them to the i-th layer of the Group Transformer.

3.2.2 Group Transformer Layer

The right part of Figure 2 illustrates the architecture of a sin-
gle Group Transformer layer. The Load block and Group

block are two core blocks to achieve object-aware cross-
modal reasoning. In addition, we follow standard trans-
former [49] to employ LayerNorm for feature normaliza-
tion and MLP with activation function for nonlinear map-
ping. Specifically, the Load block preloads the linguistic
information each token should focus on at the current layer.
The Group block, the critical component of Group Trans-
former, performs the cross-modal interaction and groups the
visual features into query tokens to ensure that different to-
kens focus on different visual regions without overlap.
Load Block is expected to preload what linguistic informa-
tion the query tokens should focus on at the current layer.
The load layer is implemented by a classical cross-attention
block [49], accepting the input tokens Ti−1 ∈ RN×Ct

as
the query and the word vectors F ∈ RL×Cl

extracted by
the text encoder (see Section 3.1) as the key and value. Con-
cretely, the computation of the Load block is as follows:

T q
i = Ti−1Wq, F

k = FWk, F
v = FWv,

T l
i = (softmax(

T q
i (F

k)⊤√
Cl

)F v)Wc,
(1)

where Wq,Wc ∈ RCt×Ct

and Wk,Wv ∈ RCl×Ct

are
learnable projection matrices. And T q

i , F
k and F v are

query, key and value in the cross attention, respectively. We
end up with linguistic-enhanced representations for tokens,
T l
i ∈ RN×Ct

, and feed them into the Group block to query
and group the relevant visual features for tokens.
Group Block interacts between vision and language and
groups visual features from the feature map into linguistic-
enhanced query tokens T l

i . We denote the feature map as
Di ∈ RHi×Wi×Cv

i , which is fused from the feature maps
in two consecutive layers in Consecutive Decoder (refer to
Section 3.3 for details). Firstly, we project T l

i and Di into a
common feature space:

T ′
i = T l

iWt, D
′
i = flatten(Di)Wd, (2)

where Wt ∈ RCt×Ct

and Wd ∈ RCv
i ×Ct

are learnable pro-
jection matrices, and flatten operation flattens the feature
map Di into the visual feature with HiWi vectors. Then,
we calculate the similarities Spixel ∈ RN×HiWi between
every pairwise features of tokens T ′

i and features D′
i:

Spixel = norm(T ′
i )norm(D′

i)
⊤, (3)

where norm means L2 normalization for vectors.
Next, based on the similarities Spixel, we group the fea-

tures in D′
i and corresponds the groups to tokens T ′

i . How-
ever, the grouping operation with straightforward hard as-
signment is non-differentiable. Therefore, we adopt a learn-
able Gumbel-softmax [21, 38] to hard assign the features
in D′

i to the tokens T ′
i and generate the mask Smask ∈
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RN×HiWi of the grouping. The computation is as follows:

Sgumbel = softmax((Spixel +G)/ τ),

Sonehot = onehot(argmaxN (Sgumbel)),

Smask = (Sonehot)
⊤ − sg(Sgumbel) + Sgumbel,

(4)

where G ∈ RN×HiWi samples from the Gumbel(0, 1) dis-
tribution, τ is the learnable significance coefficient to as-
sist to find a more suitable assign boundary, sg is the stop
gradient operator. Here, argmaxN means selecting the
corresponding token of T ′

i with the highest similarity for
each feature in D′

i, and the onehot operation transforms
the token indexs into HiWi one-hot vectors Sonehot ∈
RHiWi×N . The mask Smask ∈ RN×HiWi indicates the
grouping from the features D′

i to the tokens T ′
i .

Finally, we integrate the features D′
i to update tokens T ′

i

based on the mask Smask, which is computed as follows:

Ti = MLP(SmaskD
′
i) + T ′

i , (5)

where MLP is the multilayer perceptron. And Ti are the up-
dated features of tokens via the Group block, which capture
the rich object/region characteristics relevant to the linguis-
tic features.

3.3. Consecutive Decoder

We further perform cross-level reasoning via the pro-
posed Consecutive Decoder. Figure 3 shows the architec-
ture of our Consecutive Decoder and its comparison to the
parallel cross-modal fusion. Previous works [2, 18–20, 32,
37,40,63] model the vision-language interaction at multiple
levels in parallel and late integrate multi-level results. The
sole interaction at a single level fails to perform joint in-
teraction across various levels. In contrast, the Consecutive
Decoder achieves cross-level reasoning by jointly updating
the query tokens in every two consecutive decoder layers,
and the two-level cross-modal information will be consecu-
tively propagated in multiple levels from bottom to up.

Specifically, the Consecutive Decoder contains three
stages. At each decoding stage, it first fuses feature maps
at two levels as the input of the Group Transformer layer to
update tokens (see Section 3.3.1) and then decodes the cor-
responding mask of each token through the Mask Head (see
Section 3.3.2).

3.3.1 Consecutive Decoding
We intersperse multi-scale and cross-modal reasoning at
each decoding layer. Specifically, for the i-th decoder layer,
we first adopt a convolutional module to fuse the visual
feature map Vi at the current layer i and the multi-modal
feature map Di−1 output from the previous layer i − 1
of the Consecutive Decoder to generate the feature map
Di ∈ RHi×Wi×Cv

i . Then, we update the query tokens

(a) Parallel Cross-Modal Fusion

(b) Our Cross-Level Reasoning
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Figure 3. Comparison of (a) parallel cross-modal fusion and (b)
our cross-level reasoning via the Consecutive Decoder.

Ti−1 output from the previous Consecutive Decoder layer
by querying them on the feature map Di via the Group
Transformer layer. The calculation is as follows:

Di = Conv([Vi; Up(Di−1)]), i ∈ {2, 3, 4}
Ti = GroupTransformerLayer(Ti−1, Di),

(6)

where Conv is the convolution layer, Up refers to up-
sampling Di−1 to the scale of Vi, [; ] denotes concatenation
along the channel dimension.

Particularly, for the first decoder layer (i = 1), we skip
the fusion and cross-modal interaction and let D1 = V1

and T1 = T , where T are the initialized tokens defined in
Section 3.2.1.

3.3.2 Mask Head
For i-th decoder layer, our mask head takes updated tokens
Ti and visual feature map Di as inputs and output the seg-
mentation probabilities Zi ∈ RN×Hi×Wi for tokens via dy-
namic convolutions [6]. For n-th token with feature T

(n)
i ,

we first project it to convolution kernels W (n)
i and then pre-

dict the segmentation probabilities Z
(n)
i ∈ RHi×Wi based

on the kernels, which is computed as follows,

W
(n)
i = MLP(T

(n)
i ),

Z
(n)
i = Sigmoid(Conv

W
(n)
i

(Di)),
(7)

where the superscript (n) denotes the features, kernels, and
predicted probabilities corresponding to the n-th token, and
the Conv

W
(n)
i

means the convolution layer with the convo-

lution kernels W (n)
i .

3.4. Contrastive Learning

We use contrastive learning to distinguish the referent
token from other tokens by maximizing the similarity be-
tween the referent token and the expression and minimiz-
ing the similarities between negative pairs. For simplicity
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Method RefCOCO RefCOCO+ G-Ref ReferIt
val test A test B val test A test B val-U test-U val-G test

mIoU

DMN [40] 49.78 54.83 45.13 38.88 44.22 32.29 - - 36.76 52.81
MCN [37] 62.44 64.20 59.71 50.62 54.99 44.69 49.22 49.40 - -
CGAN [36] 64.86 68.04 62.07 51.03 55.51 44.06 51.01 51.69 46.54 -
LTS [23] 65.43 67.76 63.08 54.21 58.32 48.02 54.40 54.25 - -
VLT [12] 65.65 68.29 62.73 55.50 59.20 49.36 52.99 56.65 49.76 -
CRIS [51] 70.47 73.18 66.10 62.27 68.08 53.68 59.87 60.36 - -
Our CGFormer 76.93 78.70 73.32 68.56 73.76 61.72 67.57 67.83 65.79 66.42

oIoU

RRN [26] 55.33 57.26 53.93 39.75 42.15 36.11 - - 36.45 63.63
MAttNet [64] 56.51 62.37 51.70 46.67 52.39 40.08 47.64 48.61 - -
CMSA [63] 58.32 60.61 55.09 43.76 47.60 37.89 - - 39.98 63.80
CMPC [19] 61.36 64.53 59.64 49.56 53.44 43.23 - - 49.05 65.53
LSCM [20] 61.47 64.99 59.55 49.34 53.12 43.50 - - 48.05 66.57
CEFNet [14] 62.76 65.69 59.67 51.50 55.24 43.01 51.93 - - 66.70
BUSNet [61] 63.27 66.41 61.39 51.76 56.87 44.13 - - 50.56 -
ReSTR [25] 67.22 69.30 64.45 55.78 60.44 48.27 54.48 - - -
LAVT [62] 72.73 75.82 68.79 62.14 68.38 55.10 61.24 62.09 60.50 -
Our CGFormer 74.75 77.30 70.64 64.54 71.00 57.14 64.68 65.09 62.51 73.36

Table 1. Comparison with state-of-the-art models in referring image segmentation on RefCOCO, RefCOCO+, G-Ref, and ReferIt datasets.

of demonstration, we suppose the first token represents the
referent and other tokens represent non-target objects/stuff.
The contrastive loss between the tokens with features T4 ∈
RN×Ct

output from last decoder layer and the expression
e ∈ RCl

is computed as follows,

Lcl = − log(
exp(s(T (1)

4 , e))∑N
n=2 exp(s(T (n)

4 , e))
), (8)

where s(·, ·) is used to compute the similarity.
In addition, we combine the dice loss [27] and binary

cross-entropy loss as the segmentation loss, Lseg . And we
use the segmentation loss on multiple levels to supervise
the learning of masks Zi. The total loss L is the sum of
contrastive loss Lcl and segmentation loss Lseg:

L = Lcl + Lseg. (9)

During the inference, we predict the mask based on the
referent token’s segmentation probabilities of the last de-
coder layer, i.e., Z(1)

4 .

4. Experiments
4.1. Datasets and Implementation Details

Datasets. We conduct experiments on four common
benchmark datasets, RefCOCO [65], RefCOCO+ [65], G-
Ref [39, 41], and ReferIt [24]. The images of the first three
datasets are all based on MSCOCO [31], but are annotated
with different settings. RefCOCO has a short average de-
scription length of 3.5 words, RefCOCO+ is limited to not
describing absolute locations of referents, and G-Ref has
a longer word count per expression (8.4 words). We fol-
low previous works [32, 61] to split the RefCOCO and Re-
fCOCO+ into training, validation, testA and testB. For the

G-Ref, we apply both partitions of UMD and Google for the
evaluation. In addition, the ReferIt dataset, which is also the
main benchmark for referring image segmentation, includes
19,894 images sourced from the IAPR TC-12 [13].

Implementation Details. Following [62], our visual en-
coder is pre-trained on ImageNet22K [10], text encoder is
initialized with the weights from HuggingFace [52], and im-
age size is 480 × 480. The hyperparameters, Cv

i , Cl and
Ct are 1024/2i−1, 768 and 512, respectively. We adopt
AdamW [35] as the optimizer with initialized learning rate
1e-4 and train the model for 50 epochs with batch size
64. All experiments are conducted on NVIDIA Tesla A40
GPUs. Following [62], we adopt overall IoU (oIoU), mean
IoU (mIoU), and precision at the 0.5, 0.7, and 0.9 thresholds
of IoU as our main evaluation metrics.

Implementation for Generalization. We introduce new
splits on RefCOCO series datasets to validate the general-
ization, inspired by [44]. Specifically, we split them accord-
ing to the splits of seen and unseen classes on MSCOCO
of open-vocabulary detection [67]. Image-text pairs in the
original training sets whose referent categories belong to the
seen classes are selected as the new training sets. Likewise,
the image-text pairs of test sets are also split into seen and
unseen subsets according to whether the categories of the
referents belong to seen classes. And the categories of ref-
erents in the unseen splits are not seen in the training stage.
We consider that CRIS [51] employs CLIP [43] as the en-
coder network for transferring the knowledge of CLIP to
achieve text-to-pixel alignment. Therefore, for the general-
ization experiments, we also take the text encoder of CLIP
as the language encoder for our CGFormer and LAVT [62]
for a fair comparison. For all methods, we train 50 epochs
using the official code and select best-performing models
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Dataset Method
val test

seen unseen seen unseen
CRIS [51] 68.66 52.77 52.77 52.66

RefCOCO LAVT [62] 73.05 61.35 72.31 57.66
Ours 75.52 63.17 74.63 59.03
CRIS [51] 61.49 48.08 60.46 45.26

RefCOCO+ LAVT [62] 61.17 41.49 60.97 38.67
Ours 67.44 51.24 66.35 48.11
CRIS [51] 58.64 42.63 59.68 38.88

G-Ref(U) LAVT [62] 60.16 42.33 60.37 41.38
Ours 65.60 46.11 65.67 42.31
CRIS [51] 42.36 32.84

\G-Ref(G) LAVT [62] 57.33 40.43
Ours 62.85 45.05

Table 2. Comparison for generalization setting on the validation
and test sets of RefCOCO, RefCOCO+ and G-Ref datasets using
mean IoU(%). (U): UMD partition. (G): Google partition.

on the validation set for comparison. We use mIoU as the
evaluation metric to eliminate the influence of categories
because referents with different categories differ in size.

4.2. Comparison with State-of-the-Art Methods

As shown in Table 1 and Table 2, we compare CGFormer
with state-of-the-art methods [12, 25, 51, 62] on the four
benchmarks and validate its generalization ability on our
split datasets. CGFormer outperforms state-of-the-art meth-
ods on all the splits on the three datasets consistently.
Comparison on Referring Image Segmentation. Ta-
ble 1 illustrates the comparison on common splits. Our
CGFormer improves the average oIoU by 1.78%, 2.35%,
2.82% and 6.66% on RefCOCO, RefCOCO+, G-Ref, and
ReferIt datasets respectively, compared to the previous best-
performing methods [14, 62]. This demonstrates that our
object-aware reasoning and joint decoding not only achieve
a better understanding of the location and appearance infor-
mation in RefCOCO but also adapt to the various forms of
expressions in RefCOCO+ and G-Ref.

Besides, the following three comparisons show the ef-
fectiveness of our CGFormer from different perspectives:
(1) CRIS [51] is the recently proposed CLIP-based pixel-
level contrastive learning method. Compared to CRIS,
CGFormer achieves clear performance improvements of
6.40%, 6.67% and 7.59% on the three RefCOCO series
datasets, which indicates that our mask-level contrastive
framework is more capable than the pixel-level alignment.
(2) Compared to other methods that capture object-level in-
formation, such as MAttNet [64] and BUSNet [61], CG-
Former significantly surpasses them by 13.96% and 15.58%
in terms of average oIoU on RefCOCO and RefCOCO+
datasets, respectively. These results imply that our end-to-
end token-based object information capturing is more sim-

Method P@0.5 P@0.7 P@0.9 oIoU
1 baseline 75.31 61.48 16.85 65.70
2 1+one token 77.28 64.94 19.47 66.39
3 1+N tokens 77.70 65.12 19.44 66.46
4 3+grouping 83.94 72.09 23.43 70.81
5 4+hard assignment 84.59 74.92 33.75 72.44
6 5+multi-scale 85.80 76.31 35.35 73.28
7 5+CD (ours full) 87.23 78.69 38.77 74.75
8 VLT(Swin-B+BERT)∗ 83.24 72.81 24.64 70.89
9 w/o cos 85.64 76.23 33.96 73.37
10 w/o learnable τ 86.14 76.99 36.48 73.50

Table 3. Ablation study on the validation set of RefCOCO. CD:
Consecutive Decoder. cos: cosine similarity operation. τ : learn-
able parameter in Gumble Softmax. Results with ∗ refer to [62].

ple and effective. (3) Moreover, we improve the perfor-
mance of VLT [12] by 10.76%, 13.33%, and 12.88% on
the three RefCOCO series datasets, respectively. VLT also
adopts query tokens to model the object-level information,
however, it does not consider the inherent different between
tokens. The large gains show the superiority of our group-
ing strategy cooperated with contrastive learning to distin-
guish tokens.
Comparison on Generalization. We compare CGFormer
with LAVT [62] and CRIS [51] as LAVT is the current
best-performing model in referring image segmentation and
CRIS transfers the knowledge of the strong generalizable
CLIP model [43]. As is shown in Table 2, CGFormer
outperforms LAVT and CRIS for both seen and unseen
splits on all three datasets consistently. On the RefCOCO+
dataset that relies on understanding object-level attributes
rather than location information, our performance exceeds
LAVT by 5.8% and 9.6% in terms of average mIoU on seen
and unseen splits, respectively. In addition, our CGFormer
performs significantly better than other methods on the G-
ref dataset with more complex languages. The mIoU of our
CGFormer outperforms CIRS by 20.49% and 12.21% on
seen and unseen splits of G-Ref(G), respectively.

4.3. Ablation Study

The results of the ablation study are shown in Table 3.
Baseline and Grouping Strategy. (1) The baseline ex-
tracts the visual feature map V4 of the visual encoder
and predicts the segmentation result from the map via dy-
namic convolutions with the learned kernels from linguis-
tic feature e. (2) We improve the baseline by generating
a linguistic-conditioned query token and querying relevant
visual features on V4 to capture object-level information,
which slightly improves the baseline by 0.69%. (3) We fur-
ther extend one token to multiple tokens, but the two models
have similar performance. The results suggest that simply
adding tokens cannot boost performance, as these tokens

23576



(b) “banana in bowl”

(c) “man with arm in front of him”

(a) “front girl with blue on next to guy with backpack”

(d) “the bear hiding behind pole”

Image ImageGT LAVT LAVTOurs wo CG wo CDOursGT

Figure 4. Visualization results of our CGFormer, its variants, and LAVT [62]. CG: Contrastive Grouping. CD: Consecutive Decoder.
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Figure 5. Visualization of grouping results for (a) different tokens
(in different colors), (b) the referent token in three stages and (c)
segmentation results of unseen objects.

are likely to focus on similar information rather than dis-
tinct regions. (4) Our grouping strategy cooperated with
contrastive loss to make tokens can focus on different re-
gions and let them distinguishable, which delivers a 4.35%
improvement. (5) We further use the hard assignment with
learnable Gumbel Softmax to obtain a more refined group-
ing that achieves an improvement of 1.63%.
Multi-Scale Decoding. We extend the single-scale model
(row 5) to multi-scale one (row 6) by first parallel updating
tokens at multiple levels and then integrating these tokens
to predict the segmentation mask over the multi-scale visual
feature map fused by FPNs [30]. The 0.84% improvement
of oIoU shows the effectiveness of multi-scale features. We
further connect grouping layers by consecutive decoding,
which is applied in our final model (row 7). The 1.47%
improved oIoU of the model using a consecutive decoder
(row 7) over the model using parallel querying (row 6) sug-
gests that our joint querying and decoding in the decoder is
a more desirable solution than aggregating different levels
of information in parallel.
Others. (1) We further validate the necessity of the pro-
posed contrastive grouping by comparing our CGFormer
(row 7) with VLT [12] (row 8) using the same visual back-
bone and text encoder. We significantly outperforms VLT
by 3.99%, 5.88%, 14.13% and 3.86% in terms of P@0.5,
P@0.7, P@0.9 and oIoU, respectively. (2) We replace the
cosine similarity with dot produce (row 9) or fix the param-

eter τ in the Gumble softmax to 0.1 (row 10), which results
in a reduction of about 1.3% in oIoU.

4.4. Visualization

Figure 4 visualizes segmentation results. The expression
in (a) refers to a girl in a complex scenario with a crowd
of several dozen people. For (b), CGFormer accurately
recognizes the challenging visual concept “sliced banana”
and distinguishes it from a similar object with the same vi-
sual concept. The (c) demonstrates that our joint grouping
and decoding comprehensively understand the expression
and image rather than only focusing on local information
“hands” and “man”. The (d) illustrates that CGFormer
entirely segments the “bear” even though it is shaded by
“pole” thanks to our object-aware reasoning.
Variant Results of our models without the Contrastive
Grouping and Consecutive Decoder are shown in the two
rightmost columns of Figure 4, respectively. Contrastive
Grouping captures object-level information to distinguish
between similar objects, and the Consecutive Decoder help
obtain more precise segmentation results.
Qualitative results of grouping are shown in Figure 5 (a)
and (b), which demonstrates: (1) Both the referent token
and others represent certain meaningful objects/regions. (2)
Tokens can partition the objects of the same categories (e.g.,
the different trucks) and different categories (e.g., the cake
and candles). (3) The grouping can be more precise in mul-
tiple stages (see results for referent token in b).

5. Conclusion
This paper proposes a novel Contrastive Grouping with

Transformer network (CGFormer) for referring image seg-
mentation, which achieves object-aware cross-modal and
cross-level reasoning. The experimental results demon-
strate the superiority and the generalization ability of the
proposed CGFormer compared to state-of-the-art methods.
Acknowledgment: this work was supported by the Na-
tional Natural Science Foundation of China (No.62206174),
the Shanghai Pujiang Program (No.21PJ1410900), and the
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