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Figure 1. Left: With more Transformer layers, the number of parameters and training difficulty increase significantly. Right: Our method
supports test-time controlling of stylization degree via tuning the number of adopted Transformer layers. It is also readily adaptable to
few-shot style transfer, where stylization with only 1 layer can be further improved. Text-guided few-shot style transfer is achievable.

Abstract
Transformer-based models achieve favorable perfor-

mance in artistic style transfer recently thanks to its
global receptive field and powerful multi-head/layer atten-
tion operations. Nevertheless, the over-paramerized multi-
layer structure increases parameters significantly and thus
presents a heavy burden for training. Moreover, for the
task of style transfer, vanilla Transformer that fuses con-
tent and style features by residual connections is prone to
content-wise distortion. In this paper, we devise a novel
Transformer model termed as Master specifically for style
transfer. On the one hand, in the proposed model, differ-
ent Transformer layers share a common group of parame-
ters, which (1) reduces the total number of parameters, (2)
leads to more robust training convergence, and (3) is read-
ily to control the degree of stylization via tuning the num-
ber of stacked layers freely during inference. On the other
hand, different from the vanilla version, we adopt a learn-
able scaling operation on content features before content-
style feature interaction, which better preserves the original
similarity between a pair of content features while ensuring
the stylization quality. We also propose a novel meta learn-
ing scheme for the proposed model so that it can not only
work in the typical setting of arbitrary style transfer, but
also adaptable to the few-shot setting, by only fine-tuning
the Transformer encoder layer in the few-shot stage for one
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specific style. Text-guided few-shot style transfer is firstly
achieved with the proposed framework. Extensive exper-
iments demonstrate the superiority of Master under both
zero-shot and few-shot style transfer settings.

1. Introduction
Artistic style transfer aims at applying style patterns like

colors and textures of a reference image to a given content
image while preserving the semantic structure of the con-
tent. In contrast to the pioneering optimization method [9]
and early per-style-per-model methods like [17, 26], arbi-
trary style transfer methods [3, 13, 16, 21, 22, 24, 31] enable
real time style transfer for any style image in the test time in
a zero-shot manner. The flexibility has led to this arbitrary-
style-per-model fashion to dominate style transfer research.

Recently, to enhance the representation of global infor-
mation in arbitrary style transfer, Transformer [40] is intro-
duced to this area [4], leveraging the global receptive field
and powerful multi-head/layer structure, and achieves su-
perior performance. Nevertheless, the over-parameterized
multi-layer structure increases model parameters signifi-
cantly. As shown in Fig. 1(a), there are 25.94M learn-
able parameters for a 3-layer Transformer structure in
StyTr2 [4], v.s. 3.50M in AdaIN [13], a simple but effective
baseline in arbitrary style transfer. Such a large model for
standard Transformer inevitably presents a heavy burden for
training. As shown in Fig. 1(b), when there are more than
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Figure 2. Residual connection in the vanilla Transformer tends to
destroy the original similarity relationship on content structure in
style transfer task. Our model is designed to address this problem
with learnable scaling parameters. The top row shows a simple 2D
visualization and the bottom one provides a qualitative example.

4 layers, vanilla Transformer even fails to get convergent
in training, which limits the scalability of the Transformer
model in style transfer.

Moreover, vanilla Transformer relies on residual connec-
tions [12] to stylize content features, which suffers from the
content-distortion problem. We illustrate this effect with
a 2D visualization in Fig. 2(top), where residual connec-
tions lead the transformation results of two content feature
vectors to move towards the dominated style features and
thereby tend to eliminate their original distinction. The vi-
sual effect is that the stylized images would be dominated
by some strong style features, such as salient edges, with the
original self-(dis)similarity of content structures destroyed,
as the example shown in Fig. 2(bottom).

Focusing on these drawbacks, in this paper, we are ded-
icated to devising a novel Transformer architecture specif-
ically for artistic style transfer. On the one hand, in the
proposed model, different Transformer layers share a com-
mon group of parameters and a random number of stacked
layers are adopted for each training iteration. Compared
with the original version, sharing parameters across differ-
ent layers reduces the total number of parameters signifi-
cantly and leads to more convenient training convergence.
As a byproduct, it is also readily for our model to control the
degree of stylization via tuning the number of stacked layers
freely in the inference time, as shown in Fig. 1(right). On
the other hand, we equip Transformer with learnable scale
parameters for content-style interactions instead of residual
connections, which alleviates content distortion to a large
degree and better preserves content structures while render-
ing vivid style patterns simultaneously, as shown in the 2D
visualization and the qualitative example in Fig. 2.

Furthermore, beyond the typical zero-shot arbitrary style
transfer, leveraging a meta learning scheme, our method
is adaptable to the few-shot setting. By only fine-tuning
the Transformer encoder layer in the few-shot stage, rapid

adaptation to the model for a specific style within a lim-
ited number of updates is possible, where the stylization
with only 1 layer can be further improved, as shown in
Fig. 1. Beyond that, we first achieve text-guided few-
shot style transfer with this framework, which largely al-
leviates the training burden of previous per-text-per-model
solution. In this sense, we term the overall pipeline Meta
Style Transformer (Master). Our contributions are summa-
rized as follows:

• We propose a novel Transformer architecture specif-
ically for artistic style transfer. It shares parameters
between different layers, which not only helps training
convergence, but also allows convenient control over
the stylization effect.

• We identity the content distortion problem of resid-
ual connections in Transformer and propose learnable
scale parameters as an option to alleviate the problem.

• We introduce a meta learning framework for adapting
original training setting of zero-shot style transfer to
the few-shot scenario, with which our Master achieves
very good trade-off between flexibility and quality.

• Experiments show that our model achieves results bet-
ter than those of arbitrary-style-per-model methods.
Furthermore, under the few-shot setting, either condi-
tioned on image or text, Master can even yield perfor-
mance on par with that of per-style-per-model methods
with significantly less training cost.

2. Related Works

Arbitrary-Style-Per-Model Methods. A lot of works
achieve arbitrary style transfer via global feature transfor-
mation, e.g., WCT [22], AdaIN [13], Linear style trans-
fer [21], DIN [15], MCCNet [2], and MAST [14]. In
general, they can achieve the most attractable style trans-
fer speed but dismiss stylized effects for local details a
lot. In order to add more consideration of local details
to global transformation based methods, there are patch-
similarity based solution [1, 10, 37] and attention based
method [3, 24, 31, 44]. While paying attention to local de-
tails, it is still hard to transfer complex style patterns and
prone to unsatisfactory distortions due to the simple swap
and fusion strategies.
Transformer in Style Transfer. Transformer proposed in
[40] is widely used in the natural language processing and
has become a powerful baseline. Recently, Transformer re-
ceives better performance than CNN models in many vision
tasks and are involved in various model zoos [6, 11, 18, 42,
43, 45]. Specifically, in the field of style transfer, [41] pro-
pose StyFormer, where the transformation is driven by the
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Figure 3. Overview of our model architecture.

cross-attention module in Transformer. [4] develop a Trans-
former model based on ViT [5]. However, the number of pa-
rameters and training difficulty would increase considerably
with the increasing of Transformer layers. Also, follow-
ing residual connections in original Transformer, it suffers
from the distortion problem on content structures as shown
in Fig. 2. Similar problems also exist in [27].
Meta Learning in Style Transfer. On this routine, [36]
train a meta network to predict parameters of the generator
model for one style reference image. [47] employ MAML
algorithm [7] to find a style-free model for fast adaptation.
Our method is different from theirs in three aspects: (1)
our framework works for both few-shot and arbitrary style
transfer thanks to the cross-attention in Transformer; (2) our
meta learning algorithm is based on Reptile [30], a first-
order meta learning algorithm without the necessity to op-
erate gradients of higher levels, which is more efficient in
training; and (3) only style encoder instead of the whole
model needs to be updated during the few-shot learning
stage, which makes it more convenient in practice.
Text-Guided Synthesis. The emergence of CLIP
model [34] bridges text and image domain, which supports
a series of works on text-guided synthesis [8, 32, 35]. In the
field of style transfer, CLIPstyler [20] proposes a patch-wise
CLIP loss and achieves text-guided style transfer. Neverthe-
less, as a per-text-per-model solution, it is inconvenient in
practice to handle a large number of text inputs. Despite the
recent dataset distillation scheme may alleviate this issue,
existing approaches, however, largely focus on images as
input [25,28,46]. In this paper, we first achieve text-guided
few-shot style transfer with the proposed meta learning al-
gorithm, which improves the flexibility of CLIPstyler sig-
nificantly.

3. Methods
In this section, we give details of the proposed Meta

Style Transformer (Master) for zero-shot and few-shot style

transfer. We first introduce the network architecture of the
proposed model, then illustrate how we train our model in a
meta-learning fashion, and finally describe loss function.

3.1. Network Architecture

The proposed model comprises an encoder, a feature
modification module, and a decoder, as demonstrated in Fig.
3. We employ the first 2 stages of Swin Transformer [29]
as the encoder Enc to extract common image features for
both content and style images. The decoder Dec follows
the setting of [13] with 3 upsampling convolutional blocks.
For feature modification, we propose a Style Transformer
module for transferring complex style patterns, which will
be introduced later. Taking a style image Is and a content
image Ic as input, we first divide them into 4×4 patches and
extract their corresponding feature maps Fc and Fs with the
Swin encoder Enc:

Fc = Enc(Ic),

Fs = Enc(Is),
(1)

where the spatial scales for Fc and Fs are 1/8 of those for
Ic and Is. Then, the embedded feature Fcs is derived by:

Fcs = StyleTrans(Fs, Fc), (2)

where StyleTrans denotes the Style Transformer module,
and Fcs has the same shape as Fc. Finally, we can synthe-
size the stylized image Ics with the decoder as:

Ics = Dec(Fcs). (3)

Style Transformer. Similar to previous Transformer-based
style transfer models like StyTr2 [4], the Transformer en-
coder is used to encode style information while the Trans-
former decoder takes charge of content-style interaction. In
our model, there is only one copy of parameters shared by
all Transformer encoder and decoder layers. Also, different
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from standard Transformer where decoder layers would fol-
low all encoder layers, encoder and decoder layers would be
executed in an alternate fashion. The next layer would take
the output of the current layer as input.

Our Transformer decoder layer is composed of self-
attention, cross-attention, and non-linear blocks, for content
encoding and content-style interaction. Specifically, con-
tent features are first processed with a self-attention step.
Then, cross-attention is conducted by taking the content en-
coding as query and the style encoding as key and value,
followed by a MLP for non-linear transformation.

Notably, in vanilla Transformer, features before and after
the cross-attention step are fused by a residual connection,
which is harmful for content structures as analyzed in Fig.
2. We thereby replace the residual connection with dynamic
and learnable scaling and shifting steps, whose parameters
are determined by the style encoder. In this way, the output
of style encoder should consist of three parts: key for the
following cross-attention Ks, scaling parameters Vσ , and
shifting parameters Vµ. The prediction of each part shares a
same self-attention map to save memory but uses indepen-
dent non-linear transformation. The process in the Trans-
former encoder layer can be formulated as:

MHA(Q,K, V ) = [head1, ..., headh]W
O,

headi = Att(QWQi ,KWKi , V WVi),

Att(Q,K, V ) = softmax(
QK⊤
√
dk

V ),

K ′
s = Ks +MHA(Ks,Ks,Ks),

Ks = K ′
s +MLP(K ′

s),

V ′
σ = Vσ +MHA(Ks,Ks, Vσ),

Vσ = V ′
σ +MLP(V ′

σ),

V ′
µ = Vµ +MHA(Ks,Ks, Vµ),

Vµ = V ′
µ +MLP(V ′

µ),

(4)

where Ks, Vσ , and Vµ are initialized as the style feature Fs

before the first Transformer encoder layer. We do not incor-
porate normalization to encode style features since second-
order statistics can largely represent style information.

Then, in the cross-attention of Transformer decoder,
scaling and shifting parameters for each content feature
point is aggregated from Vσ and Vµ respectively according
to the cross-attention map. The process in one Transformer
decoder block can be written as:

F ′
cs = Fcs +MHA(Fcs, Fcs, Fcs),

σ = MHA(IN(F ′
cs), IN(Ks), Vσ),

µ = MHA(IN(F ′
cs), IN(Ks), Vµ),

F ′′
cs = σ ⊙ F ′

cs + µ,

Fcs = F ′′
cs +MLP(F ′′

cs),

(5)

Algorithm 1 Meta Training

Require: Dc: content dataset; Ds: style dataset; δ: inner
learning rate; η: outer learning rate; k: number of inner
updates; T : maximal number of stacked layers;

Ensure: trained meta generator parameters θ
1: initialize θ randomly
2: for iteration 1, 2, 3, · · · do
3: sample a style image Is from Ds

4: ω ← θ
5: for k times do
6: sample a batch of content image Ic from Dc

7: sample the number of layers from 1 ∼ T
8: forward propagation using Eq. 1-5
9: compute inner loss L using Eq. 8

10: ω ← ω − δ∇L
11: end for
12: θ ← θ + η(ω − θ)
13: end for

where IN denotes instance normalization [39] and ⊙ repre-
sents element-wise multiplication. Fcs is initialized as Fc

before the first Transformer decoder layer.

3.2. Training Pipeline

To achieve high-quality style transfer, we introduce a
two-stage training strategy that comprises meta training and
fast adaptation. The meta training stage is designed to
learn a generic model initialization, while the fast adapta-
tion adapts the network for a single style in a few iterations
for few-shot style transfer. Note that zero-shot style trans-
fer is a special case of the overall training configuration.
Meta Training: Inspired by Reptile [30], a first-order meta
learning algorithm, rendering style patterns of a specific ref-
erence style image can be viewed as a task. We seek an op-
timal initialization for neural networks in this stage, so that
the networks can be rapidly adapted for a new task in only
a few shots. The main training procedure for this stage is
shown in Algorithm 1. In each iteration, we sample 1 style
and k batches of contents to perform inner optimization to
obtain “fast weights” ω, which would later guide the up-
date of “slow weights” θ, to move a step in the direction of
ω − θ. Notably, as there is only one group of parameters
for Transformer encoder and decoder layers, we randomly
choose a number as the number of stacked layers for the
Style Transformer in each iteration.
Fast Adaptation: The trained model after the first stage
would serve as an initialization and will be adapted for a sin-
gle style. With the same objective, this stage behaves almost
identically to the internal loop in Algorithm 1. The only dif-
ference is that only parameters of the Transformer encoder
layer are necessary to be updated, since (1) the Transformer
encoder layer is the main component to extract style pat-
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terns and has the most significant impact on stylization, and
(2) it would save memory and speed up the adaptation.
Zero-Shot Style Transfer: “Zero-Shot” means that, once
the meta training is done, there is no fast adaptation stage
needed and the meta model itself can support arbitrary style
transfer. To encourage the model to produce satisfactory re-
sults in the zero shot setup, we set the inner optimization
time k to 1, where the algorithm is reduced to the typical
training paradigm of existing arbitrary style transfer meth-
ods. In this sense, Algorithm 1 provides a more general set-
ting for style transfer in both zero-shot and few-shot cases.
Text-Guided Style Transfer. We perform text-guided style
transfer based on our image style transfer model with slight
modifications. Following the common practice, a pre-
trained CLIP encoder is imported to extract text features.
To be consistent with image input, we use a StyleGAN-like
mapping network to convert text features into pseudo image
features. In the meta training stage, since CLIP unifies the
feature space, we use image instead of text as style input to
avoid additional text dataset. In the fast adaptation stage,
the mapping network along with the Transformer encoder
is updated, considering there is still a gap between CLIP
image feature and text feature.

3.3. Loss Function

The training objective in both meta-training and fast
adaptation stages follows many works in arbitrary style
transfer, which consists of content loss and style loss. Let
F x represent features on ReLU-x 1 layer of a pre-trained
VGG19 network [38] for loss computation. The content
loss is defined by the normalized perceptual loss [17]:

Lcont =

5∑
x=2

∥IN(F x
c )− IN(F x

cs)∥2, (6)

while the style loss adopts the mean-variance loss [13]:

Lsty =

5∑
x=2

(∥µ(F x
s )− µ(F x

cs)∥2 + ∥σ(F x
s )− σ(F x

cs)∥2),

(7)
where µ and σ calculate the channel-wise mean and stan-
dard deviation separately. The overall objective is given by
the weighted summation of the two losses:

L = Lcont + λLsty, (8)
where λ controls the balance between two terms.

In text-guided style transfer, the loss functions are the
same as CLIPstyler, including global CLIP loss, directional
CLIP loss and PatchCLIP loss.

4. Experiments
4.1. Implementation Details

We use MS-COCO [23] as our content dataset and
WikiArt test set [33] as our style dataset. The content

Method Lcont Lsim Lsty

AdaIN 4.88±0.70 0.53±0.23 1.51±0.78

Linear 3.93±0.76 0.44±0.17 1.97±0.96

AvatarNet 5.76±0.53 0.56±0.19 3.19±1.82

SANet 4.72±0.61 0.50±0.17 1.15±0.58

MANet 4.93±0.57 0.50±0.17 1.41±0.77

MCCNet 4.22±0.69 0.47±0.17 1.56±0.84

AdaAttN 4.46±0.70 0.43±0.16 2.20±1.19

StyTr2 3.78±0.99 0.48±0.22 1.50±0.69

StyFormer 4.94±0.79 0.43±0.15 2.20±1.44

MetaNet 3.48±0.85 0.45±0.19 2.47±1.69

MetaStyle∗ 3.64±1.12 0.42±0.18 2.47±1.06

Johnson† 4.60±0.76 0.59±0.20 1.02±0.34

Ours-Vanilla 5.50±0.63 0.59±0.26 0.85±0.38

Ours-Norm 4.70±0.75 0.43±0.13 0.93±0.33

Ours-ZS-L1 4.13±0.68 0.41±0.14 0.92±0.40

Ours-ZS-L3 4.20±0.68 0.41±0.13 0.81±0.31

Ours-FS∗ 4.24±0.82 0.38±0.12 0.79±0.25

Table 1. Quantitative comparisons. ZS and FS for our model de-
note zero-shot and few-shot modes. Vanilla denote replacing our
architecture with original Transformer. Norm means adding layer
normalization in the Transformer encoder layer. L1/L3 means us-
ing 1/3 Transformer layers in the test time. ∗ and † denote few-shot
and per-style-per-model methods.

dataset contains roughly 80,000 images and the style dataset
has about 20,000 images. The optimizer is Adam [19] with
learning rates of both inner and outer loops set as 0.0001
and the batch size is 4. In training, we first resize the con-
tent and style image to 512 × 512 and then randomly crop
to 256 × 256 resolution. During inference, our model can
handle inputs of any size. The update times for inner opti-
mization k is set as 2 for few-shot case and 1 for zero-shot
case. In training, the maximal number of stacked layers is
4. All the multi-head attention blocks are instantiated as
shifted window attention in [29], with window size 8 and
shift size 4. The model is trained on a Nvidia 3090 with 9k
iterations in the meta training stage for convergence while
only 100 steps for image input and 20 steps for text input in
the fast adaptation for few-shot style transfer, which takes
less than 1 minute. Hyper-parameter λ is set as 10.

4.2. Comparison with Prior Works

In this section, we compare results by our Master with 13
state-of-the-art style transfer methods, including 3 global
transformation based methods (AdaIN [13], Linear style
transfer [21], and MCCNet [2]), 1 patch swap based method
(Avatar-Net [37]), 3 attention based methods (SANet [31],
MANet [3], and AdaAttN [24]), 2 transformer based meth-
ods (StyTr2 [4] and StyFromer [41]), 2 meta learning based
methods (MetaNet [36] and MetaStyle [47]), 1 per-style-
per-model method by Johnson et al. [17] and 1 text-guided
style transfer method (CLIPstyler).
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Quantitative Comparison. We adopt content loss Lcont

in Eq. 6 and style loss Lsty in Eq. 7 as evaluation met-
rics to reflect effects of learning by different methods. We
also design a metric Lsim to reflect the preservation of the
spatial-wise self cosine similarity of content structures:

Dx
∗,ij = 1−

F x
∗,i · F x

∗,j

∥F x
∗,i∥∥F x

∗,j∥

Lsim =

4∑
x=3

1

n2
x

∑
i,j

∣∣∣∣∣ Dx
c,ij∑

k D
x
c,kj

−
Dx

cs,ij∑
k D

x
cs,kj

∣∣∣∣∣ ,
(9)

where nx is the number of spatial locations for the current
feature map and the second foot script denotes the spatial
index. Smaller Lsim means that the original spatial-wise re-
lationship is better preserved during style transfer, i.e., less
content distortion. We use the test dataset in the code page
of [13] for evaluation, with 11 content images and 20 style
images to form 220 content-style pairs. We report the mean
and standard deviation over the 220 cases in Tab. 1. No-
tably, the lowest style loss and content similarity loss are
achieved by Master simultaneously compared with previous
methods, even better than the per-style-per-model solution
by Johnson et al. [17], and can be further reduced in the
few-shot case with comparable content loss values, which
demonstrates the joint advantages of our method in content
preserving and style rendering. Meanwhile, the lower stan-
dard deviations demonstrate the robustness of our model.
Qualitative Comparison. Qualitative examples by differ-
ent methods are shown in Fig. 4. Full comparisons with
more methods can be found in the supplementary material.

We first give discussion on the global-transformation
based methods. As shown in the 3rd and 4th rows, in AdaIN
and Linear, features in all positions share the same transfor-
mation matrix, which fails to migrate detail textures in style
images and has poor color saturation.

As for the attention-based methods, SANet in the 5th
row introduces local focus to style images. However, due
to the simple fusion of one-layer attention results and origi-
nal content features, it brings textures and content distortion
in many cases, e.g., background areas of the 4th and 5th
columns. AdaAttN in the 6th row dedicates to addressing
the distortion problem in SANet, but it sacrifices the ability
to render salient style patterns and textures.

We then compare our results with those by Transformer-
based methods. StyFormer in the 7th row adopts a design
of the cross-attention module in Transformer without ex-
ploring the effect of self-attention to enhance style render-
ing. Thus, the results appear under-stylized compared with
those by our method. StyTr2 in the 8th row is a Trans-
former architecture with a pure self-attention mechanism,
which makes the performance on the extraction and migra-
tion of local textures not satisfactory enough, e.g., strokes
of the 2nd column and waves of the 4th column. More-
over, since it follows the design of residual connections in

Style
A

daIN
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StyForm
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etaStyle
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Figure 4. Comparison with previous state-of-the-art style transfer
methods. Zoom in for better details.
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Figure 5. Comparison with CLIPstyler in text-guided style trans-
fer. Zoom in for better details.

vanilla Transformer, the issue of content distortion in Fig. 2
is still evident, as shown in the background areas of the 4th
and 5th columns. Compared with these methods, Master
renders more vivid global and local style patterns. Mean-
while, it well maintains content structures simultaneously
with learnable scaling and shifting parameters. Further-
more, in the few-shot case, comparable performance can be
achieved with only 1 Transformer layer.

MetaNet and MetaStyle also involve the concept of meta
learning into their style transfer frameworks. On the one
hand, MetaNet predicts parameters of a generator network
given one style image via a meta network, which is an am-
bitious goal and makes the training more difficult. Thus, as
shown in the 9th row, the stylized effects of their results still
appear weak. On the other hand, MetaStyle achieves infe-
rior performance in terms of local details as demonstrated in
the 10th row, since only parameters of global normalization
layers are learnable in the fast adaptation stage.

The single style transfer method by Johnson et al. in the
11th row tends to arrange patterns learned by the network
arbitrarily, which may produce undesired and distorted ef-
fects. By contrast, the complex content-style dependence
is constructed in our Transformer model and thus achieves
more remarkable performance on transferring style patterns
to proper positions in content images.

Some qualitative comparisons on text-guided style trans-
fer with CLIPstyler are shown in Fig. 5, which uses per-
text-per-model fashion. Through these results, we observe
that despite significantly more training steps, CLIPstyler
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Figure 6. Results of user study. Left: Our zero-shot stylization
results compared with SOTA methods. Right: Our few-shot styl-
ization comparison results.
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Figure 7. Ablation study on key designs in Master model.

still suffers from weak stylization. By contrast, our method
generates more vivid results in only 20 adaptation steps,
which demonstrates the advantages of the proposed Master
architecture and the versatility of our training pipeline.
User Study. Following most style transfer works, we con-
duct user study and report user preference. We choose 20
content images and 20 style images to form 400 content-
style pairs. We involve 100 people and randomly assign
20 stylized results from compared methods to each subject.
Our method showcases zero-shot results with 3 Transformer
layers in 10 tests and few-shot results in the remaining 10.
For each pair, the order of results is randomized, and partic-
ipants choose their favorite. With 2,000 votes in total, Fig.
6 demonstrates Master’s superior style transfer quality.

4.3. Ablation Study

Architecture. We conduct ablation studies on key de-
signs in Master to illustrate their effects on the stylization
quality. As shown in Fig. 7, on the one hand, if vanilla
Transformer model is used, without learnable scaling and
shifting parameters, noisy textures can be introduced sig-
nificantly, which distorts the original content structures and
affects style transfer quality. On the other hand, if layer nor-
malization operations in the standard Transformer are used
in the style encoder, style patterns would become less sat-
urated, since normalization removes second-order feature
statistics which represents the style information to a large
degree. Quantitative studies in Tab. 1 also support our anal-
ysis and come to the same conclusion.
Meta Training and Fast Adaptation. We provide training
loss visualization in Fig. 8, to demonstrate the effectiveness
of our meta training and fast adaptation algorithm. Our meta
training stage learns an appropriate initial state, which en-
ables fast decent and convergence of loss values in the fast
adaptation stage. We show the same visualization in the
per-style-per-model setting as a benchmark, using the same
loss function and network architecture. As shown in Fig. 8,
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Figure 8. Training loss visualization during meta training and fast
adaptation of three transformer based models: StyTr2, StyFormer,
and our Master. The loss curve under per-style-per-model setting
by our model is used as a reference. Ours-wo-Fix means that all
the parameters need to be updated during the fast adaptation stage.

it requires roughly 3k iterations for the model to be conver-
gent in the per-style-per-model case (Single Style), while
the meta model (Ours) after 9k iterations can be adapted
for any style image in only a few shots with competitive
training results. Thus, the total number of iterations for
our method is significantly smaller than per-style-per-model
ones with the growth number of required styles.

By default, all the parameters except those in the style
encoder module are fixed during the fast adaptation stage.
We also experiment with training the whole model in this
stage (Ours wo Fix in Fig. 8) and find that the training and
convergence would become difficult and require more time
and memory. Moreover, updating all the parameters may
result in insufficient adaptation given a limited number of
training steps. As demonstrated in Fig. 7, there is a gap on
the global tone between the result and the style image.
Base Model. We evaluate StyFormer and StyTr2 as base
models, presenting loss visualizations. Heavier Transform-
ers raise training difficulty for earlier models, resulting in
inferior convergence. When the number of Transformer lay-
ers is 5, StyTr2 even fails to converge. By contrast, our
model adopts parameter-sharing across all Transformer lay-
ers, which results in an overall light-weight structure. Con-
sequently, it enjoys better training effects in the meta train-
ing stage as shown in Fig. 8. Moreover, as shown in the
zoom-in part, Master also enables overall lower and more
stable training in fast adaptation. Qualitative examples by
different base models can be found in the supplement.
Controllable Style Transfer. We compare with some
widely-adopted approaches for the similar goal to control
the degree of stylization, including (1) Recursion, which
treats stylized results as input of content images in the
next iteration, and (2) Linear Mixup, which conducts lin-
ear combinations between content features and stylized fea-
tures before the decoder. Vanilla Transformer is adopted
for these approaches. The major difference between Re-
cursion and ours is that our method takes the iterative styl-
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O
urs

67% Content 33% Content 0% Content

Linear M
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1 Time 3 Times 5 Times

R
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Figure 9. Comparisons with widely-adopted approaches to control
the degree of stylization.

ization into consideration in the training time so that the
model would learn to transfer style patterns layer-by-layer.
Thus, as shown in Fig. 9, Recursion merely uses more in-
tensive colors with the increasing of repeat times. Also,
for Linear Mixup, it is typically hard to generate reasonable
style transfer results especially when the weight of contents
is high. Compared with them, our method is capable of
rendering more style patterns and increasing the artistic ab-
straction when more Transformer layers are stacked.

5. Conclusion
In this paper, we propose a novel Transformer model

specifically for artistic style transfer, termed as Meta Style
Transformer (Master). On one hand, parameters of differ-
ent Transformer layers are shared, which reduces the total
number of parameters significantly and thus enables easier
convergence. It is also convenient for Master to control the
degree of stylization via customizing the number of stacked
layers in the inference time. On the other hand, different
from standard Transformer, our model adopts dynamic and
learnable scaling and shifting operations instead of original
residual connections, which helps preserve similarity rela-
tionship in content structures while migrating remarkable
style patterns. Specifically, Master is trained using a meta
learning algorithm for few-shot style transfer. Only param-
eters of the Transformer encoder layer need to be updated in
the few-shot stage, which benefits the fast and robust adap-
tation. Zero-shot arbitrary style transfer is a special case of
the training configuration. Experiments suggest that Master
outperforms previous state-of-the-art arbitrary style transfer
methods on both content preserving and style rendering in
the zero-shot case.
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