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Abstract

Non-blind deblurring methods achieve decent perfor-
mance under the accurate blur kernel assumption. Since
the kernel uncertainty (i.e. kernel error) is inevitable in
practice, semi-blind deblurring is suggested to handle it by
introducing the prior of the kernel (or induced) error. How-
ever, how to design a suitable prior for the kernel (or in-
duced) error remains challenging. Hand-crafted prior, in-
corporating domain knowledge, generally performs well but
may lead to poor performance when kernel (or induced) er-
ror is complex. Data-driven prior, which excessively de-
pends on the diversity and abundance of training data, is
vulnerable to out-of-distribution blurs and images. To ad-
dress this challenge, we suggest a dataset-free deep resid-
ual prior for the kernel induced error (termed as residual)
expressed by a customized untrained deep neural network,
which allows us to flexibly adapt to different blurs and im-
ages in real scenarios. By organically integrating the re-
spective strengths of deep priors and hand-crafted priors,
we propose an unsupervised semi-blind deblurring model
which recovers the clear image from the blurry image and
inaccurate blur kernel. To tackle the formulated model, an
efficient alternating minimization algorithm is developed.
Extensive experiments demonstrate the favorable perfor-
mance of the proposed method as compared to model-driven
and data-driven methods in terms of image quality and the
robustness to different types of kernel error.

1. Introduction

Image blurring is mainly caused by camera shake [28],
object motion [9], and defocus [42]. By assuming the blur
kernel is shift-invariant, the image blurring can be formu-
lated as the following convolution process:

y=kx+n, (D
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Figure 1. Visual comparison of the restored results and esti-
mated residuals by three semi-blind methods based on different
priors for the residual induced by the kernel error, including hand-
crafted prior [8], data-driven prior [34], and the proposed deep
residual prior (DRP). The true residual is the convolution result of
the kernel error and the clear image (r = Ak ® x). The closer
estimated residual is to the true residual, the better it is.

where y and x denote the blurry image and the clear im-
age respectively, k represents the blur kernel, n represents
the additive Gaussian noise, and ® is the convolution oper-
ator. To acquire the clear image from the blurry one, image
deblurring has received considerable research attention and
related methods have been developed.

In terms of the availability of kernel, current image de-
blurring methods can be mainly classified into two cate-
gories, i.e., blind deblurring methods in which the blur ker-
nel is assumed to be unknown, and non-blind deblurring
methods in which the blur kernel is assumed to be known
or computed elsewhere. Typical blind deblurring methods
[13, 15, 17,18, 21, 27, 31, 32, 38, 43] involve two steps:
1) estimating the blur kernel from the blurry images, and 2)
recovering the clear image with the estimated blur kernel.
Recently there also emerge transformer-based [36, 39] and
unfolding networks [19] that learn direct mappings from
blurry image to the deblurred one without using the kernel.
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Non-blind deblurring methods [1, 4, 5, 6, 11, 22, 35, 40],
based on various priors for the clear image, estimate the
clear image solely from the blurry image with known blur
kernel. Notably, existing non-blind deblurring methods can
perform well under the error-free kernel assumption. How-
ever, in the real application, uncertainty exists in the kernel
acquisition process. As a result, these methods without han-
dling kernel uncertainty often introduce artifacts and cause
unpleasant performances.

Recently, semi-blind methods are suggested to handle
kernel uncertainty by introducing the prior for the kernel
(or induced) error. In the literature, there are two groups of
priors of kernel (or induced) error, i.e., hand-crafted priors
and data-driven priors. Hand-crafted priors [8, 4 1], incorpo-
rating domain knowledge, generally perform well but may
lead to poor performance when the distribution of kernel (or
induced) error is complex. For example, hand-crafted priors
(e.g., sparse prior [8]) are relatively impotent to characterize
the complex intrinsic structure of the kernel induced error;
see Figure 1. Data-driven priors [20, 26, 34], which ex-
cessively depend on the diversity and abundance of training
data, are vulnerable to out-of-distribution blurs and images.
Specifically, the data-driven prior in [34] that is expressed
by a trained network introduces artifacts around the sharp
edges; see Figure 1. Therefore, how to design a suitable
prior for the kernel (or induced) error remains challenging.

To address this problem, we suggest a dataset-free deep
prior called deep residual prior (DRP) for the kernel induced
error (termed as residual), which leverages the strong rep-
resentation ability of deep neural networks. Specifically,
DRP is expressed by an untrained customized deep neu-
ral network. Moreover, by leveraging the general domain
knowledge, we use the sparse prior to guide DRP to form
a semi-blind deblurring model. This model organically in-
tegrates the respective strengths of deep priors and hand-
crafted priors to achieve favorable performance. To the best
of our knowledge, we are the first to introduce the untrained
network to capture the kernel induced error in semi-blind
problems, which is a featured contribution of our work.

In summary, our contributions are mainly three-fold:

e For the residual induced by the kernel uncertainty, we
elaborately design a dataset-free DRP, which allows us to
faithfully capture the complex residual in real-world appli-
cations as compared to hand-crafted priors and data-driven
priors.

e Empowered by the deep residual prior, we suggest an
unsupervised semi-blind deblurring model by synergizing
the respective strengths of dataset-free deep prior and hand-
crafted prior, which work togerther to deliver promising re-
sults.

e Extensive experiments on different blurs and images sus-
tain the favorable performance of our method, especially for
the robustness to kernel error.

2. Related Work

This section briefly introduces literatures on semi-blind
deblurring methods that focus on handling the kernel error.

In the early literature of semi-blind deblurring, model-
driven methods are dominating, in which these methods
generally handle the kernel uncertainty with some hand-
crafted priors. For example, Zhao et al. [41] directly treated
the kernel error as additive zero-mean white Gaussian noise
(AWGN), and [o-regularizer is utilized to model it. Ji and
Wang [&] treated the residual as an additional variable to be
estimated, and a sparse constraint in the spatial domain is
utilized to regularize it (i.e., [;-regularizer). However, such
hand-crafted priors, which are based on certain statistical
distribution assumptions (such as sparsity and AWGN), are
not sufficient to characterize the complex structure of kernel
error. Thus, such methods are efficient sometimes but not
flexible enough to handle the kernel error in complex real
scenarios.

Recently, triggered by the expressing power of neu-
ral networks, many deep learning-based methods [20, 25,

, 30, 34] have emerged, in which data-driven priors are
learned from a large number of external data for handling
kernel error. The key of these methods is to design an
appropriate neural network structure and learning pipeline.
For instance, Ren et al. [25] suggested a partial deconvo-
lution model to explicitly model kernel estimation error in
the Fourier domain. Vasu et al. [34] trained their convolu-
tional neural networks with a large number of real and syn-
thetic noisy blur kernels to achieve good performance for
image deblurring with inaccurate kernels. Ren et al. [26]
suggested simultaneously learning the data and regulariza-
tion term to tackle the image restoration task with an in-
accurate degradation model. Nan and Ji [20] cleverly un-
rolled an iterative total-least-squares estimator in which the
residual prior is learned by a customized dual-path U-Net.
This method well handles kernel uncertainty and achieves
remarkable deblurring performance in a supervised man-
ner. Although these methods achieve decent performances
in certain cases, they excessively depend on the diversity
and abundance of training data and are vulnerable to out-
of-distribution blurs and images.

3. Proposed Method

In this paper, we propose a dataset-free deep prior for the
residual expressed by a customized untrained deep neural
network, which allows us to flexibly adapt to different blurs
and images in real scenarios. By organically integrating the
respective strengths of deep priors and hand-crafted priors,
we propose an unsupervised semi-blind deblurring model
which recovers the clear image from the blurry image and
blur kernel.
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Figure 2. Visualization of the residual induced by the kernel error. (a) Clear image. (b) Blurry image with the true kernel (motion blur
with a length of 150 pixels and orientation of 20°). (c) Blurry image with the inaccurate kernel (motion blur with a length of 150 pixels
and orientation of 40°). (d) The residual induced by kernel error which is the difference between (b) and (c).

3.1. Problem Formulation

We first take a look at the formulation of the semi-blind
deblurring problem. Considering the kernel error and pos-
sible artifacts, we formulate the degradation process as

y=(k+Ak)@xz+h+n=kz+r+h-+n, 2

where y and & denote the blurry image and clear image
respectively, k and Ak represent the inaccurate blur kernel
and kernel error, n represents the AWGN, ® is the convo-
lution operator, » = Ak ® « is the residual induced by the
kernel error, and h represents the artifacts.

3.2. Mathematical Model

Note that deriving x, h, and r from the blurry image y is
a typical ill-posed problem which admits infinite solutions.
To confine the solution space, prior information of x, h, and
r is required. In this work, we utilize the proposed DRP
incorporated with the sparse prior for the residual =, deep
image prior (DIP) [33] incorporated with total variation for
the clear image @, and the sparse prior in the discrete cosine
transform (DCT) domain for the artifact h. The motivations
are as follows.
Deep Residual Prior and Sparse Prior in the Spatial Do-
main for r. We utilize the DRP guided by the sparse prior
in the spatial domain to model the residual 7. Since the in-
trinsic structures of residual are complex and diverse, it is
hard to model the residual accurately by hand-crafted pri-
ors or data-driven priors. The dataset-free prior expressed
by an untrained neural network becomes a natural choice to
flexibly and robustly model the complex residuals. To this
end, we propose the dataset-free DRP expressed by a tai-
lored untrained network—the customized U-Net to capture
the residual . On the other hand, in the spatial domain the
residual is generally sparse; see Figure 2. Based on this ob-
servation, the sparse prior in the spatial domain is utilized

as the domain knowledge to guide DRP. These two priors
are organically combined to better characterize the complex
residual 7.
Deep Image Prior and Total Variation Prior for . We
utilize DIP guided by total variation prior to model the clear
image x. Since DIP [24, 33] exploits the statistics of clear
image by the structure of an untrained convolutional neural
network, it is suitable to model different blurs and images in
a zero-shot scenario. On the other hand, to enforce the local
smoothness of clear image, we use total variation prior to
guide DIP. These two priors are organically combined to
better model the clear image x. The effectiveness of this
combination is verified in the work [24].
Sparse Prior in the DCT Domain for h. We utilize the
sparse prior in the DCT domain for modeling the artifacts
h. It is worth noting that the artifacts h caused by the kernel
error Ak generally have strong periodicity around the sharp
edges. This indicates that its DCT coefficient v = Ch (C
is the DCT operator) is sparse [8], and it is reasonable to
consider sparse prior for artifacts h in the DCT domain.
Following the above arguments, we propose the follow-
ing unsupervised semi-blind deblurring model (see Figure 3
for the diagram). The corresponding optimization problem
can be formulated as follows:
min
60

+A11Zo(22) Ity + A2||Re (=)L + Asllvll1,  (3)

—~ 2
Y~k ©To(2a) — Rel(zr) — CT"’HF

where y € R™*"2 and x € R"*"2 denote the blurry im-
age and clear image, respectively; k represents the inaccu-
rate blur kernel; Zg(z5) € R™*"2 and R¢(z,) € R %2
are the estimates of the clear image « and the residual r,
which are generated from untrained neural networks Zg(-)
and R¢(-), respectively; € and ¢ collect the corresponding
network parameters; z, ~ N(0,0I) and z, ~ N(0,01)
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Figure 3. The diagram of the proposed model. The DIP module estimates the image Zg(z,) from random noise input z,, and the DRP
module estimates the residual Rg(z,) from random noise input 2.

are the random inputs of the neural networks. | - |tv
is the total variation regularizer that can be denoted by
IVz ()1 + | Vy(-)||1, where V, and V,, are the difference
operators. Given the inaccurate kernel and the blurry im-
age, we can infer the clear image, residual, and artifacts in
model (3) in an unsupervised manner.

In this model, the indispensable hand-crafted priors and
deep priors are organicaly intergrated in the our model and
work together to deliver promising results.

3.3. Alternating Minimization Algorithm

To tackle the formulated model, we suggest an alternat-
ing minimization algorithm. Since the variables are cou-
pled, we suggest decomposing the minimization problem
into two easier subproblems by the following alternating
minimization scheme:

{7 ¢ € ar%rélin L (07 C,vi) , 4

®)

v = argmin £ (0“‘1, ¢ v) ,
v
where the superscript “4” is the iteration number and
£(0,¢,v) is the objective function in Eqn. (3). The de-
tailed solutions for these two subproblems are as follows.
1) {0, ¢}-subproblem: The {6, {}-subproblem (5) can
be solved by using gradient-based ADAM algorithm [10].
The gradients w.r.t. @ and ¢ can be computed by the stan-
dard back-propagation algorithm [29]. Here we jointly up-
date the weights @ and ¢ in an iteration.
2) v-subproblem: Let

)

10,0~ [y £ Ttea oo

then the v-subproblem (5) is
v = argmin As||v||, + DO, ¢ v),

which can be exactly solved by using proximal gradient de-
scent:

) 1 ) ) )

v =Sy (u’ — VDO, C’“,vZ)) . ©
where L > 0 is a constant, and Sy is the soft-thresholding
operator defined by

Ss(a)i; = max (|ai;| — 6,0) sgn (a;;) -

where a;; is the (4, j)-th entry of matrix a. The overall
minimization algorithm is summarized in Algorithm 1.

Algorithm 1 Alternating minimization algorithm

Input: Blurry image y, inaccurate kernel k, the parame-
ters Ag (s = 1,2, 3), and iteration number 7.
Initailization: Random input z, ~ N(0,0I) and 2, ~

N(0,01).

1: fori =0to T do

2 BT =Tgi(2a), 7T = Rei(2r);

3:  compute the gradients w.r.t @ and (;

4 jointly update 8*+1, ¢**1! using ADAM;
5. update v**! using (6);

6: end for

Output: the restored image Z and the residual 7.

4. Experiments

Extensive experiments on simulated and real blurry im-
ages are reported to substantially demonstrate the effective-
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ness of the proposed method, especially the robustness to
different types of kernel error.

4.1. Experimental Setup

e Evaluation Metrics. Following prior works of de-
blurring, we use the peak signal-to-noise ratio (PSNR)
and structural similarity index (SSIM) to evaluate the
restoration quality of the images. To evaluate the qual-
ity of residual estimation, we use the mean square er-
ror (MSE), which measures the average difference of
pixels in the entire true residual and estimated resid-
ual. A lower MSE value means there is less difference
between the true residual and estimated residual.

e Model Hyperparameters Setting. The model hyper-
parameters of the proposed method are {); }2_,, which
are tuned to obtain best PSNR value. In our exper-
iments, A1, A2, Az are empirically determined to be
5x1072,5 x 107°,5 x 1077, respectively. We also
conduct the sensitivity analysis of different model hy-
perparameters in the supplementary materials.

o Algorithm Hyperparameters Setting. In all exper-
iments, we set the total iteration number of the pro-
posed algorithm to be 1500. The default learning rates
of networks Zg and R are respectively 9 x 1073 and
5x 1074,

e Platform. In this work, all experiments are conducted
on the PyTorch 1.10.1 and MATLAB 2017b platform
with an i15-12400f CPU, RTX 3060 GPU, and 16GB
RAM.

4.2. Ablation Study

The ablation studies primarily focus on two aspects: a)
exploring the influence of different combinations of deep
priors and hand-crafted priors; b) exploring the superiority
of the customized U-Net compared to other classic archi-
tectures in capturing the residual r induced by kernel error.

4.2.1 The Influence of Different Combinations of Deep
Priors and Hand-crafted Priors

Table 1. The average metric values of the restored results by rec-
onciling different hand-crafted priors with deep priors.

Method | PSNR  SSIM

w/o sparse prior for r 26.77 0.853
w/o sparse prior for v 27.25 0.845
w/o total variation for x | 27.98 0.871

w/o DIP for 26.54 0.867
w/o DRP for r 25.69 0.842
Ours 28.64 0.892

@ 2x pooling { 2x nearest | I’ Conv., , ReLU Conv. Softsthink

Figure 4. The customized U-Net used in our method, which maps
the random noise input 2, to the residual 7.

To investigate the role of different priors in our model,
we perform experiments by reconciling deep priors and
hand-crafted priors. The test images contain 24 blurry im-
ages that are blurred with 8 sharp images and 3 typical ker-
nels; see supplementary materials. Table 1 lists the aver-
age metric values of the restored results by reconciling dif-
ferent hand-crafted priors with deep priors. We can observe
from the table that the deep priors and hand-crafted priors
are indispensable, working together to deliver promising re-
sults.

4.2.2 The Influence of Different Network Architec-
tures for Deep Residual Prior

LK

Blurry PSNR 18.32 PSNR 21.82 PSNR 24.02
MSE 0 MSE 0.0274 MSE 0.0126 MSE 0.0046
True Res. FCN U-Net Ours

Figure 5. The influence of different network architectures for
DRP. Row 1: the deblurred results of the image in the dataset
of [12]. Row 2: the estimated residuals. The input kernel for
deblurring is estimated by the method in [3]. The closer estimated
residual is to the true residual, the better it is.

We discuss the influence of different network architec-
tures for DRP. Three network architectures are used for
comparison: (i) fully connected network (FCN), (ii) U-Net,
and (iii) the customized U-Net (see Figure 4), in which the
soft-shrinkage is used to replace the sigmoid. Figure 5 dis-
plays the deblurred results and estimated residuals by using
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different network architectures. We can observe from the
results that the customized U-Net is more favorable to cap-
ture the residual as compared to FCN and U-Net. The van-
ishing gradient issue is encountered for the sigmoid func-
tion when training neural networks for the residual with
subtle values. Thus, the customized U-Net, which replaces
the sigmoid function with the soft-shrinkage function, can
better capture the residual as the soft-shrinkage can amelio-
rate this issue as compared to the sigmoid function. Conse-
quently, we can observe from Figure 5 that a better estima-
tion of the residual boosts the quality of image restoration.

4.3. Performance on Benchmark Datasets

We comprehensively compare our method with state-of-
the-art methods on simulated data and real data. The simu-
lated data comes from the datasets of Levin ef al. [13] and
Lai et al. [12], in which the Gaussian noise level is set to be
1%. The real data comes from the dataset of Lai ef al. [12].
The dataset of Levin et al. [13] contains 32 blurry images
that are blurred with 4 sharp images and 8 blur kernels. The
dataset of Lai et al. [ 1 2] contains 102 real blurry images and
100 simulated blurry images that are blurred with 25 sharp
images and 4 blur kernels.

Kernel Estimation. The estimated kernels for the dataset
of Levin et al. [13] are obtained by applying five blind de-
blurring algorithms, including Cho et al. [2], SelfDeblur by
Ren et al. [24], Levin et al. [13], Pan et al. [21], and Sun
et al. [31]. The estimated kernels for the dataset of Lai et
al. [12] are obtained by four blind deblurring methods, in-
cluding Xu et al. [37], Xu et al. [16], Sun et al. [31], and

Perrone et al. [3]. Note that, two groups of different kernel
estimation algorithms are chosen for two datasets respec-
tively to follow the settings in the compared methods.

.t
o -

" .

MSE 0 MSE 0.012 MSE 0.003 MSE 0.026 MSE 0.002

MSE 0 MSE 0.050 MSE 0.047 MSE 0.020 MSE 0.009
True Res. Res. in [8] Res. in [34] Res. in [7] Ours

Figure 6. The estimated residual by semi-blind methods on the
images from datasets of Levin et al. [13] and Lai et al. [12]. The
closer estimated residual is to the true residual, the better it is.

Compared Methods. We select eight state-of-the-art meth-
ods as the baselines. These methods cover a blind deblur-
ring (BD) method SelfDeblur [24] (in which the authors of

[24] use the Levin et al.’s dataset and Lai et al.’s dataset
without adding extra noise while the noise level in our set-
ting is 1%), three non-blind (NBD) deblurring methods (i.e.,
Fergus et al. [28], Ren et al. [23], and Eboli et al. [6]), and
four semi-blind deblurring (SBD) methods (i.e., Zhao et al.
[41], Ji and Wang [8], Vasu et al. [34], Fang et al. [7]).

Tables 2 and 3 list the average PSNR/SSIM values of dif-
ferent methods on the datasets of Levin et al. [13] and Lai
et al. [12]. From the tables, we can observe that the pro-
posed method performs best on different blurs and images
as compared with the competitive methods. Meanwhile, we
observe that the blind method SelfDeblur [24] shows un-
pleasant performance. It is reasonable since SelfDeblur [24]
does not handle the kernel uncertainty. The reason behind
the failure of these non-blind methods, such as [6, 11, 23]
should be that they are sensitive to the accuracy of estimated
kernels. Among the SBD methods, the proposed method
achieves the best quantitative results. The underlying rea-
son is that the proposed method is empowered by a dataset-
free DRP, which allows us to faithfully capture the residual
as compared to hand-crafted priors [8, 41] and data-driven
priors [7, 34].

Figure 6 and Figure 7 display the estimated residuals
and restored results by different methods. From Figure 6,
we observe that our method can preserve the fine details of
residuals as compared to other methods. In Figure 7, itis not
difficult to observe that the deblurred results by our method
are much clearer and sharper than others. These observa-
tions validate the effectiveness of the proposed method. The
visual quality is consistent with the improvement of quanti-
tative performance gain.

Figure 8 displays the deblurred results of two real images
from the dataset of Lai et al. [12] with the kernel estimated
by the method in [21]. We can see that the BD method
[24] does not deliver faithful deblurring results. NBD meth-
ods [11, 23] yield significant ringing artifacts in the restored
images. Among the SBD methods, model-driven methods
[8, 41] perform unpleasantly in deblurring while the data-
driven methods [7, 34] slightly arouse outliers and artifacts.
In comparison, our method, which leverages the power of
the DRP, faithfully restores high-quality clear images and
robustly handles the artifacts.

4.4. Robustness to Different Types of Kernel Error

In this section, we compare the robustness of the state-
of-the-art methods to different types of kernel error. Here
we consider a motion blur with 20 pixels length and 10°
orientation, denoted by Motion (20, 10); a Gaussian blur
with size 20 x 20 and o = 4, denoted by Gaussian (20, 4);
and a disk-like defocus blur with a radius of 4 pixels, de-
noted by Disk (4). The test images are generated by blur-
ring the sharp images (see supplementary materials) with
the above kernels.
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Table 2. Average PSNR/SSIM comparison of deblurred results by different methods on the dataset of Levin ef al. [13] and Lai et al. [12]
using different estimated kernels.

BD NBD SBD

Datasets Kernel Method Renetal [24] | Krishnaneral. [11] Reneral. [23] Ebolietal. [6] | Zhaoetal. [41] Ji & Wang[8] Vasuetal. [34] Fangeral.[7] Ours
Cho et al. [2] 28.12/0.82 28.49/0.81 28.54/0.82 28.76/0.82 28.55/0.83 29.50/0.84 29.86/0.85 30.52/0.88
Levin et al. [14] 28.17/0.83 28.55/0.83 28.93/0.84 27.96/0.81 28.79/0.83 29.65/0.85 29.91/0.86  30.78/0.89
. Renet al. [24] 27.88/0.82 27.59/0.80 27.74/0.82 27.19/0.80 27.39/0.82 29.01/0.85 28.57/0.83 29.55/0.86

Levin et al. [13] 28.52/0.80

Paneral. [21] 29.84/0.86 29.99/0.86 30.58/0.87 28.98/0.83 29.21/0.86 31.62/0.87 31.98/0.91 32.28/0.92
Sunetal. [3]] 29.30/0.85 29.91/0.86 30.90/0.87 28.99/0.83 29.10/0.86 30.75/0.88 31.05/0.89  31.84/0.91
Average 28.52/0.80 28.66/0.83 28.91/0.83 29.34/0.84 28.38/0.82 28.61/0.84 30.10/0.86 30.27/0.87 31.01/0.89
Xuetal. [37] 17.73/0.65 17.61/0.56 19.53/0.64 19.60/0.64 19.67/0.61 20.21/0.67 20.67/0.68 21.07/0.68
Xuetal. [16] 17.69/0.64 18.83/0.62 17.81/0.57 19.52/0.67 19.78/0.67 19.34/0.60 19.52/0.64 20.25/0.66  20.96/0.68
Lai et al. [12] Sunetal. [31] 17.96/0.61 17.99/0.57 20.04/0.69 19.83/0.69 20.10/0.68 19.88/0.67 20.44/0.68 21.03/0.70
Perrone et al. [3] 17.57/0.63 16.88/0.54 18.89/0.62 19.56/0.65 19.21/0.60 19.12/0.60 19.87/0.62  20.31/0.64
Average 17.69/0.64 18.02/0.63 17.57/0.56 19.49/0.66 19.69/0.66 19.58/0.63 19.68/0.65 20.31/0.66  20.84/0.68

24.64/0.747 25. 96/0 765 29. 57/0 878 29. 03/0 870 26. 21/0 774 28.28/0.856 30.25/0.877 29. 00/0 875 31.65/0.889

23.88/0.844 23.50/0.811 21. 98/0 781 22.04/0.787 23. 86/0 846 23.85/0.843 27.27/0.917 27.86/0. 903 29.14/0.943
Blurry [24] (1] (23] [41] (8] [34] [7] Ours

Figure 7. The deblurred results by different methods on the images from the dataset of Levin et al. [13] with the kernel estimated by the
method in [2] (row 1), and the dataset of Lai et al. [12] with the kernel estimated by the method in [3] (row 2). The numerical indexes at
the bottom of each image indicate the PSNR/SSIM values. Zoom in for better visualization.

Blurry [24] [11] [23] [34]

Figure 8. The deblurred results by different methods on the real images from the dataset of Lai ez al. [12] with the kernel estimated by the
method in [21]. Zoom in for better visualization.
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Figure 9. PSNR and SSIM values against bias of inaccurate kernel parameters obtained by different methods.

Inaccurate Kernel Setting. Different types of inaccurate
kernels are generated by varying the parameters of different
kernels, e.g., the variance in Gaussian, the orientation and
length in Motion, and the radius in Disk.

Compared Methods. Seven methods are selected as com-
parisons, including NBD [6, 11, 23] and SBD [7, &, 20, 34]
methods. In particular, the recent data-driven semi-blind
method by Nan and Ji [20] is selected as a candidate since
this method achieves soft-of-the-art performance and can
efficiently estimate the residual on benchmark datasets in a
supervised manner.

Figure 9 displays the PSNR and SSIM values against the
bias of inaccurate kernel parameters. We can observe from
the figure that the proposed method delivers pleasant robust-
ness to kernel error and achieves the best quantitative per-
formance in comparison with other methods. Besides, we
can see that the NBD methods [6, | 1, 23] significantly dete-
riorate as the bias is amplified. The underlying reason is that
they are sensitive to kernel error. As for other SBD meth-
ods, the model-driven method [8] is inferior to data-driven
methods [7, 20, 34] since the hand-crafted prior is generally
insufficient in characterizing the complex residual. Data-
driven based methods perform well in the case of motion
blurs, but fail to continue their impressive performances in
the cases of Gaussian and Disk blurs as they are vulnera-
ble to out-of-distribution blurs and images. The reason for
our success should be that we utilize the dataset-free DRP

that is expressed by the untrained customized U-Net, which
allows us to flexibly adapt to different blurs and images.

5. Conclusion

We proposed a dataset-free DRP for the residual induced
by the kernel error depicted by a customized untrained deep
neural network, which allowed us to generalize to different
blurs and images in real scenarios. With the power of DRP,
we then proposed an uncertainty-aware unsupervised im-
age deblurring model incorporating deep priors and hand-
crafted priors, in which all priors work together to deliver a
promising performance. Extensive experiments on different
blurs and images showed that the proposed method achieves
notable performance as compared with the state-of-the-art
methods in terms of image quality and the robustness to dif-
ferent types of kernel error.
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