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Figure 1. Part-Aware Controllable 3D Shape Generation and Editing. We address the task of part-aware 3D shape generation and editing without explicit 3D supervision. Prior part-aware generative models [34, 40] assume 3D supervision, at training, and only allow changing the shape of the object. In this work, we introduce PartNeRF, a generative model capable of editing the shape and appearance of generated shapes that are parametrized as a collection of locally defined NeRFs.

Abstract

Impressive progress in generative models and implicit representations gave rise to methods that can generate 3D shapes of high quality. However, being able to locally control and edit shapes is another essential property that can unlock several content creation applications. Local control can be achieved with part-aware models, but existing methods require 3D supervision and cannot produce textures. In this work, we devise PartNeRF, a novel part-aware generative model for editable 3D shape synthesis that does not require any explicit 3D supervision. Our model generates objects as a set of locally defined NeRFs, augmented with an affine transformation. This enables several editing operations such as applying transformations on parts, mixing parts from different objects etc. To ensure distinct, manipulable parts we enforce a hard assignment of rays to parts that makes sure that the color of each ray is only determined by a single NeRF. As a result, altering one part does not affect the appearance of the others. Evaluations on various ShapeNet categories demonstrate the ability of our model to generate editable 3D objects of improved fidelity, compared to previous part-based generative approaches that require 3D supervision or models relying on NeRFs.

1. Introduction

Generating realistic and editable 3D content is a long-standing problem in computer vision and graphics that has recently gained more attention due to the increased demand for 3D objects in AR/VR, robotics and gaming applications.
However, manual creation of 3D models is a laborious endeavor that requires technical skills from highly experienced artists and product designers. On the other hand, editing 3D shapes, typically involves re-purposing existing 3D models, by manually changing faces and vertices of a mesh and modifying its respective UV-map [95]. To accommodate this process, several recent works introduced generative models that go beyond generation and allow editing the generated instances [13,18,52,55,62,77,101,116,117,124]. Shape editing involves making local changes on the shape and the appearance of different parts of an object. Therefore, having a basic understanding of the decomposition of the object into parts facilitates controlling what to edit.

While Generative Adversarial Networks (GANs) [30] have emerged as a powerful tool for synthesizing photorealistic images [7, 15, 16, 47–49], scaling them to 3D data is non-trivial as they ignore the physics of image formation process. To address this, 3D-aware GANs incorporate 3D representations such as voxel grids [38,72,75] or combine them with differentiable renderers [57,126]. While they faithfully recover the geometry and appearance, they do not allow changing specific parts of the object.

Inspired by the rapid evolution of neural implicit rendering techniques [68], recent works [8,32,77,96,114] proposed to combine them with GANs in order to allow for multi-view-consistent generations of high quality. Despite their impressive performance on novel view synthesis, their editing capabilities are limited. To this end, editing operations in the latent space have been explored [21,42,62,115,124] but these approaches lack intuitive control over the shape. By decomposing shapes into parts, other works facilitate structure-aware shape manipulations [40,70,88,111]. However, they require 3D supervision during training and can only operate on textureless shapes.

To address these limitations, we devise PartNeRF, a novel part-aware generative model, implemented as an auto-decoder [5]. Our model enables part-level control, which facilitates various editing operations on the shape and appearance of the generated instance. These operations include rigid and non-rigid transformations on the object parts, part mixing from different objects, removing/adding parts and editing the appearance of specific parts of the object.

Our key idea is to represent objects using a set of locally defined Neural Radiance Fields (NeRFs) that are arranged such that the object can be plausibly rendered from a novel view. To enable part-level control, we enforce a hard assignment between parts and rays that ensures that altering one part does not affect the shape and appearance of the others. Our model does not require 3D supervision; we only assume supervision from images and object masks captured from known cameras. We evaluate PartNeRF on various ShapeNet categories and demonstrate that it generates textured shapes of higher fidelity than both part-based as well as NeRF-based generative models. Furthermore, we showcase several editing operations, not previously possible.

In summary, we make the following contributions: We propose the first part-aware generative model that parametrizes parts as NeRFs and can generate editable 3D shapes. Unlike prior part-based approaches, our model does not require explicit 3D supervision and can generate textured shapes. Compared to NeRF-based generative models, our work is the first that reasons about parts and hence enables operations both on the shape and the texture of the generated object. Code and data is available at https://ktertikas.github.io/part_nerf.

2. Related Work

We now discuss the most relevant literature on 3D generative models in the context of generating editable shapes.

Neural Implicit Representations: Neural Implicit Representations [12,66,83] have demonstrated impressive capabilities on various tasks ranging from 3D reconstruction with [81,82,93,94] and without texture [2,3,12,14,31,43,66,67,83,87,92,113] to video encoding [11]. 3D-aware generative modelling [8,9,20,32,65,77,96], inverse graphics [78,120] and novel view synthesis [39,68,91,110,123]. In contrast to explicit representations i.e. point clouds, meshes and voxels, implicit representations encode the shape’s geometry and appearance in the weights of a neural network. Among the most extensively used implicit-based models are NeRFs [68], which combine a neural network with volumetric rendering [45] to perform novel view synthesis. Due to their compelling results, numerous works have been introduced to improve the training and rendering time [27,59,61,71,89,90,103,122,125], the underlying geometry [82,109], to better handle lighting variations [4,6,64,99] and to encode shape priors for better generalization [39,105,123] and generation [9,96]. For a thorough overview on NeRF-based approaches we refer readers to [104,112]. In our work, we introduce a generative model for editable 3D shapes with texture. Specifically, we parametrize objects as a structured set of local NeRFs that are trained from posed images and object masks.

3D-Aware Image Generation: Incorporating 3D representations in generative settings [20,23,32,35–38,63,65,73,74,76,127] has significantly improved the quality of the generated images and increased control over various aspects of the image formation process. Likewise, radiance fields have been combined with GANs to allow for photorealistic image synthesis of objects [9,96] and scenes [77]. More recently, [8] introduced a triplane-based architecture that leverages both implicit and explicit representations and can generate high resolution images. Concurrently, [25] combined differentiable surface modelling [24] with a differentiable renderer to generate high-quality textured meshes.
Figure 2. Method Overview. Our generative model is implemented as an auto-decoder and it comprises three main components: The Decomposition Network takes two object specific learnable embeddings \( \{ z_1, z_t \} \) that represent its shape and texture and maps them to a set of \( M \) latent codes that control the shape and texture of each part. First, we map \( z^s \) and \( z^t \) to \( M \) per-part embeddings \( \{ z^m_1 \}_{m=1}^M \) and \( \{ z^t_m \}_{m=1}^M \) using \( M \) linear projections, which are then fed to two transformer encoders: \( \tau^s_0 \) and \( \tau^t_0 \), that predict the final per-part shape and texture embeddings, \( \{ z^s_m \}_{m=1}^M \) and \( \{ z^t_m \}_{m=1}^M \). Next, the Structure Network maps the per-part shape feature representation \( z^s_m \) to a rotation matrix \( R_m \), a translation vector \( t_m \) and a scale vector \( s_m \), that define the coordinate system of the m-th part and its spatial extent. Finally, the Neural Rendering module takes the 3D points along each ray, transformed to the coordinate frame of its associated part, and maps them to an occupancy and a color value. We use plate notation to denote repetition over the \( M \) parts.

Unlike [8, 9, 25, 96] that are part agnostic, our model generates objects with part-level control, hence unlocking editing operations not previously possible. Our formulation is closely related to the compositional representation of [77] but has two important differences. First, we enforce a hard assignment between rays and parts ensuring that the color of each part is only determined by one NeRF, thus enabling local editing. Moreover, we model the shape and texture of each part separately, hence enabling more control.

Shape Editing using NeRFs: Our work falls into the category of shape editing approaches that operate on the radiance field [62, 115, 124]. Recent methods [115, 124] extract meshes from a pre-trained NeRF and rely on deformation techniques [22, 44, 60, 98] to guide the rendering process. Unlike our approach, these models are scene specific and cannot capture shape and texture variations across an object class. An alternative line of research explored using separate embeddings for capturing the shape and texture variations of 3D shapes [42, 62]. They demonstrated various editing operations such as color modifications and region removal. However, as they do not consider parts, they rely on heuristics for controlling what needs to be changed. Instead, our part-aware model provides more intuitive control when editing a 3D shape. Also similar to our work, [80] uses multi-view videos and decomposes the video using a set of ellipsoids. However, [80] is scene-specific and cannot generate novel shapes. In the context of face editing [46, 100, 102], different models require video sequences and partial semantic masks [46], or posed images along with full semantic masks [100, 102]. In contrast, our work only requires posed images and 2D object masks at training.

Primitive-based Representations: Shape abstraction techniques represent 3D shapes using semantically consistent primitive arrangements across different instances in a class. This most often requires 3D supervision [17, 19, 26, 29, 50, 53, 54, 56, 69, 79, 85, 86, 97, 106, 128], although [118, 119] demonstrate that it is possible to learn only from images. Unlike our parts, geometric primitives are typically simple shapes such as cuboids [106], spheres [34] or superquadrics [85, 86]. Due to their simple shape parametrization these primitives cannot capture complex geometries. To address this, recent works propose to increase the number of primitives [17, 50] or represent shapes using a family of homeomorphic mappings [84], or a structured set of implicit functions [28]. Similar to [84] our parts can capture complex geometries, but as we parametrize them with locally defined NeRFs, we do not require explicit 3D supervision.

Part-based Shape Editing: Part-based generative models [34, 40, 55, 88, 111] can generate plausible 3D shapes [69, 70, 117] and perform various editing operations such as part mixing [58, 88, 121] and shape manipulation [34, 40]. Closely related to our work are [34, 40] which employ primitives, such as spheres [34] and 3D Gaussians [41], to enable shape editing by explicitly [34] or implicitly [40] transforming them. However, both require 3D supervision and can only alter attributes related to the shape of the object.

3. Method

Our goal is to design a 3D part-aware generative model that can be trained without explicit 3D supervision. Moreover, we want our generated shapes to be editable, namely to be able to make local changes on the shape and texture of specific parts of the object. To this end, we represent objects using \( M \) locally defined parts that are parametrized with a NeRF [68]. Defining NeRFs locally, i.e. in their own coordinate system, enables direct part-level control simply by applying transformations on the per-part coordinate system.

However, to achieve distinct, manipulable parts, we represent each part with a single NeRF. To enforce this, we introduce a hard assignment between rays and parts by asso-
associating a ray with the first part it intersects (Fig. 3). Namely, the color of each ray is predicted from a single NeRF, thus preventing combinations of parts reasoning about the color of a ray. This ensures that editing one part, does not change the shape and appearance of the others (Fig. 1).

### 3.1. Neural Radiance Fields

Given a set of posed images of objects in a semantic class, each accompanied by an object mask, which is simply a binary image indicating whether each pixel is inside the object or not, we define \( \mathcal{R} \), the complete set of rays from all views. For each ray \( r = \{ x'_0 + t d^r : t \geq 0 \} \) with origin \( x'_0 \) and viewing direction \( d^r \), we denote \( C(r) \in \mathbb{R}^3 \) and \( I(r) \in \{0, 1\} \) the color value of the RGB image and the binary value of the mask, respectively, at the corresponding pixel. Finally, we sample a set of \( N \) points \( X_r = \{ x'_1, \ldots, x'_N \} \) along \( r \), which are ordered by increasing distance from the origin \( x'_0 \), used for estimating the color along this ray using numerical quadrature [108].

**Neural Radiance Fields:** NeRFs [68] represent a scene as a Neural Radiance Fields: 

\[
\hat{C}(r) = \sum_{i=1}^{N} \exp \left( - \sum_{j<i} \sigma_j^r \delta_j^r \right) \left( 1 - \exp(-\sigma_i^r \delta_i^r) \right) c_i^r, \tag{1}
\]

where \( \delta_i^r \) is the distance between two adjacent samples along \( r \). At training, the MLP is optimized by minimizing the error between observed and rendered images.

Alternatively, [82] propose predicting occupancies instead of densities, hence their rendering equation becomes

\[
\hat{C}(r) = \sum_{i=1}^{N} o_i^r \prod_{j<i} \left( 1 - o_j^r \right) c_i^r, \tag{2}
\]

where \( o_i^r = 1 - \exp(-\sigma_i^r \delta_i^r) \) is the occupancy value at point \( x_i^r \) and \( c_i^r \) its color. Similar to [82] we also predict occupancy values, as this facilitates associating rays with parts, hence enabling part-level control, as discussed in Sec. 3.2.

### 3.2. Parts as Neural Radiance Fields

We represent a 3D object using \( M \) parts, where each part is parametrized as a NeRF. Note that we assume a fixed number of parts across all objects, namely the generated objects cannot have a variable number of parts. To learn the latent space of each NeRF, we follow [62] and condition it on two part-specific learnable latent codes: one for the shape and one for the texture, \( z^s_m, z^t_m \). These codes are obtained from a per-object specific learnable embedding (see Sec. 3.3). Disentangling the shape from the texture allows modifying one property without affecting the other.

Moreover, as we are interested in editing specific parts of the object, we want to be able to modify the pose, size, and appearance of each part independently. This can be enforced by making sure that each NeRF receives geometric inputs in its own local coordinate system. To this end, we augment each part with: (i) an affine transformation \( T_m(x) = R_m(x + t_m) \) that maps a 3D point \( x \) to the local coordinate system of the \( m \)-th part, where \( t_m \in \mathbb{R}^3 \) is the translation vector and \( R_m \in SO(3) \) is the rotation matrix and (ii) a scale vector \( s_m \in \mathbb{R}^3 \), representing its spatial extent. All are obtained from the per-part shape code \( z^s_m \).

**Part Representation:** Each part is represented as a continuous function that maps a 3D point \( x \in \mathbb{R}^3 \), a viewing direction \( d \in S^2 \), a shape code \( z^s \in \mathbb{R}^d \), and a texture code \( z^t \in \mathbb{R}^d \) into a color \( c \in \mathbb{R}^d \) and an occupancy value \( o \in [0, 1] \). Similar to [82], we employ two separate networks: a color network \( c_0 \) and an occupancy network \( o_0 \) to predict the color and the occupancy value. Note that the occupancy value \( o \) is constrained to \([0, 1]\) with a sigmoid. More formally, each NeRF maps a 3D point \( x \) along a viewing direction \( d \) to a color \( c \) and an occupancy \( o \) as:

\[
c^m_0(x, d) = c_0(T_m(x), R_md, z^s_m, z^t_m) \tag{3}
\]

\[
o^m_0(x) = o_0(T_m(x), z^s_m). \tag{4}
\]

Note that while we apply positional encoding on the inputs, we omit it from (3)+(4) to avoid notation clutter.

To enforce that each part only captures continuous regions of the object, we multiply its occupancy function with the occupancy function of an axis-aligned 3D ellipsoid centered at the origin of the coordinate system, with axis lengths given by the scale vector \( s_m \). This results in the following joint occupancy function for the \( m \)-th part

\[
h^m_0(x) = o^m_0(x)g^m_0(x), \tag{5}
\]

where \( g^m_0(x) = g(T_m(x), s_m) \) denotes the occupancy function of the \( m \)-th ellipsoid that is simply

\[
g(x, s) = \sigma \left( \beta \left(1 - \|\text{diag}(s)^{-1}x\|_2^2\right)\right), \tag{6}
\]

where \( \sigma(\cdot) \) is the sigmoid function and \( \beta \) controls the sharpness of the transition. To estimate \( g^m_0(x) \), we first transform \( x \) to the coordinate frame of the \( m \)-th part. This ensures that any transformation of the part, also transforms its ellipsoid.

**Part Rendering:** The rendering equation of the \( m \)-th part, given a set of \( N \) sampled points along ray \( r \) now becomes

\[
\hat{C}_m(r) = \sum_{i=1}^{N} h^m_0(x'_i) \prod_{j<i} \left( 1 - h^m_0(x'_j) \right) c^m_0(x'_i, d^r). \tag{7}
\]
Namely, we use the mention network that maps network consists of three components: (i) the decomposition between rays and parts in a 2D example with 3 parts and two rays $r$ and $r'$. Since the association between rays and parts is determined based on the first part that a ray interests, the associations that emerge from (9) are $R_1 = \{r\}$, $R_2 = \{\emptyset\}$ and $R_3 = \{r'\}$.

**Object Rendering:** To ensure distinct, manipulable parts, we introduce a hard assignment between rays and parts, by associating a ray with the first part it intersects. Given the ordered set of points $X_r$ sampled along ray $r$, we define the index of the first point inside the part that $r$ intersects as

$$
\psi_r(m) = \min \{i \in \{1, \ldots, N\} : h^m_i(X_r) \geq \tau \},
$$

where $\tau$ is a threshold used to determine whether a point is inside the $m$-th part or not. This is illustrated in Fig. 3. We can now define the set of rays $R_m$ associated with the $m$-th part, as the set of rays that first intersect with it, namely:

$$
R_m = \left\{ r \in \mathcal{R} : m = \arg\min_{k \in \{0 \ldots M\}} \psi_r(k) \right\}.
$$

Using the assignment of rays to parts, we define the rendering equation for the entire object as

$$
\hat{C}(r) = \sum_{m=1}^{M} \mathbb{1}_{r \in R_m} \hat{C}_m(r).
$$

Namely, we use the $m$-th NeRF to render ray $r$ if it is assigned to the $m$-th part. If a ray is not associated with any part its color is black. The hard ray-part assignment is an essential property that ensures that editing one part does not alter the appearance of other parts (see Fig. 5).

### 3.3. Network Architecture

We implement PartNeRF using an auto-decoder [5, 83]. The input to our model is two learnable embeddings $z^s, z^t$, per training sample, that represent its shape and texture. Our network consists of three components: (i) the decomposition network that maps $z^s$ and $z^t$ to $M$ latent codes that control the per-part shape and texture, (ii) the structure network that predicts the per-part pose and scale and (iii) the neural rendering network that renders an image using $M$ NeRFs. The overall architecture is illustrated in Fig. 2.

**Figure 3. Ray-Part Association.** We illustrate the hard assignment between rays and parts in a 2D example with 3 parts and two rays $r$ and $r'$. Since the association between rays and parts is determined based on the first part that a ray interests, the associations that emerge from (9) are $R_1 = \{r\}$, $R_2 = \{\emptyset\}$ and $R_3 = \{r'\}$.

**Decomposition Network:** The decomposition network takes the two object specific embeddings $z^s, z^t \in \mathbb{R}^{L_d}$ and maps them to $M$ per-part embeddings of the same dimensionality, $L_d$, using $M$ linear projections $f_{\theta}(\cdot)$. Subsequently, these embeddings are mapped to part-specific latent codes using two multi-head attention transformers, $\tau^s$ and $\tau^t$ without positional encoding [107] as follows:

\begin{align}
\{z^s_m\}_{m=1}^M &= \tau^s(f_{\theta}(z^s)) \\
\{z^t_m\}_{m=1}^M &= \tau^t(f_{\theta}(z^t)).
\end{align}

\{z^s_m\}_{m=1}^M and \{z^t_m\}_{m=1}^M are the latent codes that control the shape and texture of each part respectively.

**Structure Network:** The structure network $s_{\theta}$ maps the shape latent code $z^s_m$ to a translation vector $t_m$, a rotation matrix $R_m$ and a scale vector $s_m$ with

$$
\{t_m, R_m, s_m\} = s_{\theta}(z^s_m)
$$

an MLP shared across parts. Similar to [85], we parametrize $R_m$ using quaternions [33]. As discussed in Sec. 3.2, we determine the set of rays $R_m$ that are assigned to each part $m$ from (9) and transform them to its coordinate system.

**Neural Rendering:** Given the transformed points to the per-part coordinate system, we predict colors and occupancies with (5)+(3). Next, we perform volumetric rendering using (7) and render the object using $M$ NeRFs with (10).

### 3.4. Training

Our optimization objective $\mathcal{L}$ is the sum over six terms combined with two regularizers on the shape and texture embeddings $z^s, z^t$, namely

\begin{equation}
\mathcal{L} = \mathcal{L}_{rgb}(\mathcal{R}) + \mathcal{L}_{mask}(\mathcal{R}) + \mathcal{L}_{occ}(\mathcal{R}) + \mathcal{L}_{cov}(\mathcal{R}) + \mathcal{L}_{overlap}(\mathcal{R}) + \mathcal{L}_{control} + \|z^s\|_2 + \|z^t\|_2.
\end{equation}

As supervision, we use the observed RGB color $C(r) \in \mathbb{R}^3$ and the object mask $I(r) \in \{0, 1\}$ for each ray $r \in \mathcal{R}$. We also associate $r$ with a binary label $\ell_r = I(r)$. Namely, we label a ray $r$ as inside, if $\ell_r = 1$ and outside if $\ell_r = 0$. 

![Figure 4. Scene-Specific Editing.](image-url)
the predicted and the target labels for all rays as

\[ L_{rgb}(\mathcal{R}) = \sum_{r \in \mathcal{R}} \| \hat{C}(r) - C(r) \|_2^2. \]  

(15)

**Mask Loss:** Likewise, we measure the squared error between the observed \( \hat{I}(r) \) and the rendered \( I(r) \) pixel value of the object mask for ray \( r \) as

\[ L_{mask}(\mathcal{R}) = \sum_{r \in \mathcal{R}} \| \hat{I}(r) - I(r) \|_2^2. \]  

(16)

Note that \( \hat{I}(r) \) can be derived from (10)+(7) simply by omitting the multiplication with the predicted color, namely

\[ \hat{I}(r) = \sum_{m=1}^{M} \sum_{i=1}^{N} \hat{h}_g^{\text{m}}(x_i^r) \prod_{j<k} (1 - \hat{h}_g^{\text{m}}(x_j^r)). \]  

(17)

**Occupancy Loss:** This loss makes sure that the generated parts do not occupy empty space. To this end, we employ a binary cross-entropy classification loss \( L_{oc}(\cdot; \cdot) \) between the predicted and the target labels for all rays

\[ L_{oc}(\mathcal{R}) = \frac{1}{|\mathcal{R}|} \sum_{r \in \mathcal{R}} \left( L_{cc}(\hat{\ell}_r, \ell_r) + L_{cc}(\hat{\ell}_r, \ell_r) \right), \]  

(18)

where \( \hat{\ell}_r \) and \( \ell_r \) are the predicted labels along ray \( r \) based on the predicted occupancies and ellipsoid occupancies respectively. Intuitively, we consider a ray to be inside the object if it is inside at least one part. In turn, in order for \( r \) to be inside a part it suffices if at least one point along the ray \( \mathcal{X}_r \) is inside this part. This can be expressed as

\[ \hat{\ell}_r = \max_{m \in \{1 \ldots M\}} \max_{x_i^r \in \mathcal{X}_r} h_g^{\text{m}}(x_i^r) \]  

(19)

\[ \ell_r = \max_{m \in \{1 \ldots M\}} \max_{x_i^r \in \mathcal{X}_r} g^{\text{m}}(x_i^r). \]  

(20)

**Coverage Loss:** This loss ensures that the parts cover the object, thus preventing degenerate arrangements with small parts or parts outside the object. To implement this, we encourage parts to contain at least \( k \) inside rays. This can be expressed as a binary cross-entropy loss between the predicted per-part and target labels for all rays in \( \mathcal{R}_m^k \),

\[ L_{cov}(\mathcal{R}) = \frac{1}{M} \sum_{m=1}^{M} \sum_{r \in \mathcal{R}_m^k} L_{cc}(\hat{\ell}_r^m, \ell_r), \]  

(21)

where \( \hat{\ell}_r^m = \max_{x_i^r \in \mathcal{X}_r} h_g^{\text{m}}(x_i^r) \) the predicted label for ray \( r \) w.r.t. part \( m \) and \( \mathcal{R}_m^k \), the set of the \( k \) inside rays with the greatest predicted occupancy values for this part.

**Overlapping Loss:** To encourage the generated parts to capture different regions of the object, we penalize rays that are inside of more than \( \lambda \) parts as follows

\[ L_{overlap}(\mathcal{R}) = \frac{1}{|\mathcal{R}|} \sum_{r \in \mathcal{R}} \max \left( 0, \sum_{m=1}^{M} \hat{\ell}_r^m - \lambda \right). \]  

(22)

**Control Loss:** To ensure uniform control across the shape, we want parts with comparable volumes. We implement this loss on the volumes \( \mathcal{V}(\cdot) \) of the ellipsoids, as follows:

\[ L_{control} = \frac{1}{M(M-1)} \sum_{i=1}^{M} \sum_{j=1}^{i} |\mathcal{V}(s_i) - \mathcal{V}(s_j)|. \]  

(23)

Table 1. **Comparison with 3D Generative Models.** We measure MMD-CD (\( \downarrow \)) and COV-CD (\( \uparrow \)). Note that none of these baselines considers parts nor allows any part-level shape editing.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rendering</th>
<th>MMD-CD (( \downarrow ))</th>
<th>COV-CD (( \uparrow ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>GET3D Differentiable</td>
<td>1.72</td>
<td>0.71</td>
<td>3.72</td>
</tr>
<tr>
<td>Pi-GAN Volumetric</td>
<td>21.80</td>
<td>25.54</td>
<td>6.65</td>
</tr>
<tr>
<td>GRAF Volumetric</td>
<td>2.40</td>
<td>10.63</td>
<td>6.80</td>
</tr>
<tr>
<td>EGD Volumetric</td>
<td>2.21</td>
<td>6.72</td>
<td>4.72</td>
</tr>
<tr>
<td>Ours Volumetric</td>
<td>1.68</td>
<td>1.74</td>
<td>4.42</td>
</tr>
</tbody>
</table>

Table 4. **Shape Generation.** We show two randomly generated samples per category using our model and 3D generative models that are part agnostic but can generate textured meshes.
We report the Coverage (COV) and the Minimum Matching Distance (MMD) \[ \text{MMD-CD} (\downarrow) \] using Chamfer-Metrics. We compare our model with several NeRF-Baselines: GRAF \[96\], Pi-GAN \[9\], EG3D \[8\] and the concurrent GET3D \[25\] that relies on differentiable rendering. Unlike our model, none of the above considers parts. We also compare with the part-based DualSDF \[34\] and SPAGHETTI \[40\] that require 3D supervision during training.

We compare our model with \[40\] and show three randomly generated samples per category.

Table 2. Comparison with Part-based Generative Models. We measure MMD-CD (\(\downarrow\)) and the COV-CD (\(\uparrow\)). Unlike our model, both \[34, 40\] require 3D supervision during training.

<table>
<thead>
<tr>
<th>Method</th>
<th>Supervision</th>
<th>MMD-CD ((\downarrow))</th>
<th>COV-CD ((\uparrow))</th>
</tr>
</thead>
<tbody>
<tr>
<td>DualSDF</td>
<td>3D Shapes</td>
<td>4.20</td>
<td>12.30</td>
</tr>
<tr>
<td>SPAGHETTI</td>
<td>3D Shapes</td>
<td>2.40</td>
<td>5.90</td>
</tr>
<tr>
<td>Ours</td>
<td>Multi-view</td>
<td>\textbf{1.37}</td>
<td>\textbf{4.48}</td>
</tr>
</tbody>
</table>

Figure 7. **Shape Generation.** We compare our model with \[40\] and show three randomly generated samples per category. Like a test shape, COV measures how many shape variations are covered by the generated shapes.

4. Experimental Evaluation

We provide an extensive evaluation of PartNeRF comparing it to relevant baselines in terms of the realism and diversity of the generated shapes. We also showcase several editing operations of our model on multiple object categories. Additional results, ablations and implementation details are provided in the supplementary.

**Datasets:** We use five ShapeNet \[10\] categories: Motorbike, Chair, Table, Airplane and Car. To render our training data, we randomly sample camera poses from the upper hemisphere of each shape and render images at \(256^2\) resolution as in \[25\]. For the Car, Table, Airplane and Chair, we use 24 random views, while for Motorbike we use 100. To ensure fair comparison, we use the train-test splits of \[25\] for the Motorbike, Car, Chair object categories and the train-test splits of \[40\] for the Airplane, Table category. In all experiments, we perform category specific training and set \(M = 16\). Finally, we showcase the scene-specific editing capabilities of our model on the Lego tractor \[68\].

**Baselines:** We compare our model with several NeRF-based models: GRAF \[96\], Pi-GAN \[9\], EG3D \[8\] and the concurrent GET3D \[25\] that relies on differentiable rendering. Unlike our model, none of the above considers parts. We also compare with the part-based DualSDF \[34\] and SPAGHETTI \[40\] that require 3D supervision.

**Metrics:** We report the Coverage (COV) and the Minimum Matching Distance (MMD) \[1\] using Chamfer-$L_2$ distance. MMD measures how likely it is that a generated shape looks like a test shape. COV measures how many shape variations are covered by the generated shapes.

4.1. Scene-Specific Shape Editing

We train PartNeRF on the tractor scene \[68\], using 200 training views. The results are shown in Fig. 4. Initially, we select the part that corresponds to the bucket of the tractor and apply a rotation, such that the bucket is facing downwards. Similarly, we select the cockpit and move it to a new location on the floor, by adding a displacement to the part’s translation vector. We then apply a non-rigid transformation on the cockpit, scaling it uniformly across all axes, by multiplying the part’s rotation with an isometric scale matrix. Note that during all transformations the rest of the shape (geometry, parts and texture) does not alter. Finally, we alter the color of the bucket by explicitly setting the predicted color of its associated NeRF to red.

**Soft Ray-Part Assignment:** To investigate the impact of our hard ray-part assignment, we train a variant of our model without, namely the color of a ray can be determined from multiple NeRFs. We note that when we apply a transformation on a part of the object, also the color of other parts changes, as illustrated in Fig. 5. Moreover, note that with this variant of our model it is not possible to change the color of specific parts of the generated object, as in Fig. 4.

4.2. Shape Generation

In Tab. 1, we compare the quality of our generations with NeRF-based generative models and observe that it outperforms existing approaches in terms of MMD and COV on Motorbikes and Chairs, while being better than \[9, 96\] also for Cars. Furthermore, it performs on par with the concurrent work of \[25\] that relies on a highly optimized differentiable graphics renderer \[51\] and requires training for approximately 16 GPU days (8 A100 for 2 days). Instead our model employs a simpler volumetric renderer and training takes approximately 5 GPU days (1 RTX 3090). Compared to \[9, 96\], our generations are sharper with more crisp colors (see Fig. 6). However, compared to \[8, 25\] that employ tri-plane representations and hence can generate high-resolution textures, our textures are less detailed.
We also compare PartNeRF with state-of-the-art part-based approaches that require 3D supervision. While our model is trained with posed images and object masks, it consistently generates plausible 3D geometries (see Fig. 7). This is also validated quantitatively in Tab. 2, where we observe that our model outperforms both [34,40] on Airplanes while being better in terms of MMD for Tables.

**Shape Interpolation:** In Fig. 8, we show interpolations between the shape and texture codes of two cars. We observe that our model smoothly interpolates between two shapes, while preserving the shape and the part-based structure.

**Part-level Interpolation:** Fig. 9 shows part-level interpolations, where we select the saddle part for the motorbikes and the right wing for the airplanes and linearly interpolate its shape and texture codes. We note that when we interpolate the shape codes, the geometry changes, while the texture remains the same. In contrast, when we interpolate the texture codes, the geometry remains unchanged and only the part texture changes smoothly. Across all interpolations our model consistently generates realistic shapes.

### 4.3. Shape and Texture Editing

**Shape Mixing:** Starting from two shapes, the task is to select and combine parts in a meaningful way. As shown in Fig. 10, we consider two types of mixing operations: *geometry* and *texture* mixing. In geometry mixing, we combine parts from two objects and generate a new one, whose texture is determined by the texture codes from one of the two, while shape codes are taken from different parts of the two objects (third column). In texture mixing, we mix the shapes only in terms of texture, while the shape is determined by the shape codes of one object (fourth column). We also combine both mixing modes. PartNeRF consistently generates plausible shapes across all editing operations.

**Shape Editing:** Our method allows several shape editing operations on the part level, such as applying rigid and non-rigid transformations and inserting or removing parts (see Fig. 1). Affine transformations are directly applied on the rotation and translation vectors that define the per-part coordinate frame. To remove a part, it suffices to ignore its associated NeRF in the rendering process. Likewise, adding a part amounts to incorporating its NeRF during rendering.

### 5. Conclusion

In this paper, we introduce PartNeRF, the first part-aware generative model that parametrizes parts as NeRFs. As our work considers the decomposition of objects into parts, it enables intuitive part-level control and several editing operations not previously possible. Furthermore, it is trained without explicit 3D supervision, using only posed images and object masks. Our experiments showcase the ability of our model to generate plausible 3D shapes with texture. Moreover, we demonstrate several editing operations both on the texture and the shape of the generated object. In future work, we plan to investigate incorporating more complex representations such as triplanes [8], or using differentiable rendering techniques [25] in order to better represent the object’s texture. Another exciting direction for future research is extending our model to moving objects.
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