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Abstract

Intermediate features of a pre-trained model have been

shown informative for making accurate predictions on

downstream tasks, even if the model backbone is kept frozen.

The key challenge is how to utilize these intermediate fea-

tures given their gigantic amount. We propose visual query

tuning (VQT), a simple yet effective approach to aggregate

intermediate features of Vision Transformers. Through in-

troducing a handful of learnable “query” tokens to each

layer, VQT leverages the inner workings of Transformers

to “summarize” rich intermediate features of each layer,

which can then be used to train the prediction heads of

downstream tasks. As VQT keeps the intermediate features

intact and only learns to combine them, it enjoys memory

efficiency in training, compared to many other parameter-

efficient fine-tuning approaches that learn to adapt features

and need back-propagation through the entire backbone.

This also suggests the complementary role between VQT

and those approaches in transfer learning. Empirically,

VQT consistently surpasses the state-of-the-art approach

that utilizes intermediate features for transfer learning and

outperforms full fine-tuning in many cases. Compared to

parameter-efficient approaches that adapt features, VQT

achieves much higher accuracy under memory constraints.

Most importantly, VQT is compatible with these approaches

to attain even higher accuracy, making it a simple add-

on to further boost transfer learning. Code is available at

https://github.com/andytu28/VQT.

1. Introduction
Transfer learning by adapting large pre-trained models to

downstream tasks has been a de facto standard for competi-
tive performance, especially when downstream tasks have
limited data [37, 59]. Generally speaking, there are two
ways to adapt a pre-trained model [15, 27]: updating the
model backbone for new feature embeddings (the output
of the penultimate layer) or recombining the existing fea-

*Equal contributions.

ture embeddings, which correspond to the two prevalent ap-
proaches, fine-tuning and linear probing, respectively. Fine-

tuning, or more specifically, full fine-tuning, updates all the
model parameters end-to-end based on the new dataset. Al-
though fine-tuning consistently outperforms linear probing

on various tasks [54], it requires running gradient descent
for all parameters and storing a separate fine-tuned model
for each task, making it computationally expensive and pa-
rameter inefficient. These problems become more salient
with Transformer-based models whose parameters grow ex-
ponentially [17, 26, 46]. Alternatively, linear probing only
trains and stores new prediction heads to recombine features
while keeping the backbone frozen. Despite its computa-
tional and parameter efficiency, linear probing is often less
attractive due to its inferior performance.

Several recent works have attempted to overcome such a
dilemma in transfer learning. One representative work is by
Evci et al. [15], who attributed the success of fine-tuning to
leveraging the “intermediate” features of pre-trained models
and proposed to directly allow linear probing to access the
intermediate features. Some other works also demonstrated
the effectiveness of such an approach [14,15]. Nevertheless,
given numerous intermediate features in each layer, most of
these methods require pooling to reduce the dimensionality,
which likely would eliminate useful information before the
prediction head can access it.

To better utilize intermediate features, we propose Vi-
sual Query Tuning (VQT), a simple yet effective approach
to aggregate the intermediate features of Transformer-based
models like Vision Transformers (ViT) [13]. A Transformer
usually contains multiple Transformer layers, each starting
with a Multi-head self-attention (MSA) module operating
over the intermediate feature tokens (often > 100 tokens)
outputted by the previous layer. The MSA module trans-
forms each feature token by querying all the other tokens,
followed by a weighted combination of their features.

Taking such inner workings into account, VQT intro-
duces a handful of learnable “query” tokens to each layer,
which, through the MSA module, can then “summarize” the
intermediate features of the previous layer to reduce the di-
mensionality. The output features of these query tokens af-
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ter each layer can then be used by linear probing to make
predictions. Compared to pooling which simply averages
the features over tokens, VQT performs a weighted combi-
nation whose weights are adaptive, conditioned on the fea-
tures and the learned query tokens, and is more likely to
capture useful information for the downstream task.

At first glance, VQT may look superficially similar to
Visual Prompt Tuning (VPT) [23], a recent transfer learn-
ing method that also introduces additional learnable tokens
(i.e., prompts) to each layer of Transformers, but they are
fundamentally different in two aspects. First, our VQT only
uses the additional tokens to generate queries, not keys and
values, for the MSA module. Thus, it does not change the
intermediate features of a Transformer at all. In contrast, the
additional tokens in VPT generate queries, keys, and values,
and thus can be queried by other tokens and change their
intermediate features. Second, and more importantly, while
our VQT leverages the corresponding outputs of the addi-
tional tokens as summarized intermediate features, VPT in
its Deep version disregards such output features entirely. In

other words, these two methods take fundamentally differ-

ent routes to approach transfer learning: VQT learns to

leverage the existing intermediate features, while VPT aims

to adapt the intermediate features. As will be demonstrated
in section 4, these two routes have complementary strengths
and can be compatible to further unleash the power of trans-
fer learning. It is worth noting that most of the recent meth-
ods towards parameter-efficient transfer learning (PETL),
such as Prefix Tuning [30] and AdaptFormer [10], all can
be considered adapting the intermediate features [19]. Thus,
the aforementioned complementary strengths still apply.

Besides the difference in how to approach transfer learn-
ing, another difference between VQT and many other PETL
methods, including VPT, is memory usage in training.
While many of them freeze (most of) the backbone model
and only learn to adjust or add some parameters, the fact
that the intermediate features are updated implies the need
of a full back-propagation throughout the backbone, which
is memory-heavy. In contrast, VQT keeps all the intermedi-
ate features intact and only learns to combine them. Learn-
ing the query tokens thus bypasses many paths in the stan-
dard back-propagation, reducing the memory footprint by
76% compared to VPT.

We validate VQT on various downstream visual recog-
nition tasks, using a pre-trained ViT [13] as the backbone.
VQT surpasses the SOTA method that utilizes intermedi-
ate features [15] and full fine-tuning in most tasks. We fur-
ther demonstrate the robust and mutually beneficial compat-
ibility between VQT and existing PETL approaches using
different pre-trained backbones, including self-supervised
and image-language pre-training. Finally, VQT achieves
much higher accuracy than other PETL methods in a low-
memory regime, suggesting that it is a more memory-
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(a) VPT: Visual Prompt Tuning (deep version) [23]
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(b) Our VQT: Visual Query Tuning

Figure 1. Our Visual Query Tuning (VQT) vs. Visual Prompt
Tuning (VPT) [23]. Our VQT allows linear probing to directly
access the intermediate features of a frozen Transformer model for
parameter-efficient transfer learning. The newly introduced query
tokens in VQT (marked by the red empty boxes in the red shaded
areas) only append additional columns (i.e., Q0) to the Query fea-
tures Q, not to the Value features V and the Key features K.
Thus, VQT keeps the intermediate features intact (gray empty
boxes), enabling it to bypass expensive back-propagation steps in
training (hence memory efficient). In contrast, VPT modifies the
intermediate features (gray solid boxes) and needs more memory
to learn its prompts. Please see section 3 for details.

efficient method.

To sum up, our key contributions are

1. We propose VQT to aggregate intermediate features of
Transformers for effective linear probing, featuring pa-
rameter and memory efficient transfer learning.

2. VQT is compatible with other PETL methods that adapt
intermediate features, further boosting the performance.

3. VQT is robust to different pre-training setups, including
self-supervised and image-language pre-training.
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2. Related Work

Transformer. The splendent success of Transformer mod-
els [46] in natural language processing (NLP) [48] has
sparked a growing interest in adopting these models in vi-
sion and multi-modal domains [26]. Since the proposal
of the Vision Transformer (ViT) [13], Transformer-based
methods have demonstrated impressive advances in various
vision tasks, including image classification [35, 44, 51], im-
age segmentation [40, 49], object detection [7, 58], video
understanding [2, 36], point cloud processing [16, 56], and
several other use cases [9, 50]. As Transformer mod-
els assume minimal prior knowledge about the structure
of the problem, they are often pre-trained on large-scale
datasets [8, 11, 39]. Given that the Transformer models are
notably larger than their convolutional neural network coun-
terparts, e.g., ViT-G (1843M parameters) [53] vs. ResNet-
152 (58M parameters) [21], how to adapt the pre-trained
Transformers to downstream tasks in a parameter and mem-
ory efficient way remains a crucial open problem.

PETL. The past few years have witnessed the huge suc-
cess of parameter-efficient transfer learning (PETL) in NLP,
aiming to adapt large pretrained language models (PLMs)
to downstream tasks [6, 25]. Typically, PETL methods in-
sert small learnable modules into PLMs and fine-tune these
modules with downstream tasks while freezing the pre-
trained weights of PLMs [3,5,19,22,29,33,38,41,43,47,57].
The current dominance of Transformer models in the vi-
sion field has urged the development of PETL methods in
ViT [10, 23, 24, 31, 34, 55]. Recently, Visual Prompt Tun-
ing (VPT) [23] was proposed to prepend learnable prompts
to the input embeddings of each Transformer layer. Adapt-
Former [10] inserts a bottleneck-structured fully connected
layers parallel to the MLP block in a Transformer layer.
Convpass [24] inserts a convolutional bottleneck module
while NOAH [55] performs a neural architecture search
on existing PETL methods. Unlike all the aforementioned
methods that update the output features of each Transformer
layer, our VQT focuses on leveraging the frozen intermedi-
ate features. Thus, VQT is compatible with most existing
PETL methods and enjoys memory efficiency.

Transfer learning with intermediate features. Intermedi-
ate features of a pre-trained model contain rich and valuable
information, which can be leveraged in various tasks such
as object detection [4, 18, 32] and OOD detection [28], etc.
Recently, multiple works [12,14,15,42] have demonstrated
the effectiveness of these features on transfer learning. On
the NLP side, LST [42] trains a lightweight Transformer
network that takes intermediate features as input and gener-
ates output features for predictions. On the CV side, Evci et

al. [15] attribute the success of fine-tuning to the ability to
leverage intermediate features and proposed Head2Toe to
select features from all layers for efficient transfer learn-

ing. Eom et al. [14] proposed utilizing intermediate fea-
tures to facilitate transfer learning for multi-label classifi-
cation. However, due to the massive number of intermedi-
ate features, most methods rely on the pooling operation to
reduce the dimensionality, which may distort or eliminate
useful information. This observation motivates us to intro-
duce VQT, which learns to summarize intermediate features
according to the downstream task.

3. Approach
We propose Visual Query Tuning (VQT) to adapt pre-

trained Transformers to downstream tasks while keeping the
backbone frozen. VQT keeps all the intermediate features
intact and only learns to “summarize” them for linear prob-

ing by introducing learnable “query” tokens to each layer.

3.1. Preliminaries

3.1.1 Vision Transformer

Vision Transformers (ViT) [13] adapt the Transformer-
based models [46] from NLP into visual tasks, by divid-
ing an image I into a sequence of N fixed-sized patches
{I(n)}Nn=1 and treating them as NLP tokens. Each patch
I
(n) is first embedded into a D-dimensional vector x

(n)
0

with positional encoding. The sequence of vectors is then
prepended with a “CLS” vector x(Class)

0 to generate the in-
put Z0 = [x(Class)

0 ,x(1)
0 , · · · ,x(N)

0 ] 2 RD⇥(1+N) to the
ViT. We use superscript/subscript to index token/layer.

Normally, a ViT has M layers, denoted by {Lm}Mm=1.
Given the input Z0, the first layer L1 generates the output
Z1 = L1(Z0) = [x(Class)

1 ,x(1)
1 , · · · ,x(N)

1 ] 2 RD⇥(N+1),
which is of the same size as Z0. That is, Z1 has 1 + N
feature tokens, and each corresponds to the same column
in Z0. Such layer-wise processing then continues to gen-
erate the output of the next layer, Zm = Lm(Zm�1) for
m = 2, · · · ,M , taking the output of the previous layer as
input. Finally, the “CLS” vector x(Class)

M in ZM is used as
the feature for prediction. Taking classification as an exam-
ple, the predicted label ŷ = Head(x(Class)

M ) is generated by
a linear classifier (i.e., a fully-connected layer).
Details of each Transformer layer. Our approach takes
advantage of the inner workings of Transformer layers. In
the following, we provide a concise background.

Each Transformer layer consists of a Multi-head Self-
Attention (MSA) block, a Multi-Layer Perceptron (MLP)
block, and several other operations including layer normal-
ization and residual connections. Without loss of generality,
let us consider a single-head self-attention block and disre-
gard those additional operations.

Given the input Zm�1 to Lm, the self-attention block
first projects it into three matrices, namely Query Qm, Key
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Km, and Value Vm,

Qm = WqZm�1, Km = WkZm�1, Vm = WvZm�1.
(1)

Each of them has 1 + N columns1, corresponding to each
column (i.e., token) in Zm�1. Then, the output of Lm, i.e.,
Zm, can be calculated by:

Zm = MLPm �MSAm(Zm�1), (2)

where MSAm(Zm�1) = Vm ⇥ Softmax(
K

>
mQmp
D

). (3)

The Softmax is taken over elements of each column; the
MLPm is applied to each column of MSAm(Zm�1) inde-
pendently.

3.1.2 Transfer Learning: Linear Probing, Fine-tuning,
and Intermediate Feature Utilization

To adapt a pre-trained ViT to downstream tasks, linear

probing freezes the whole backbone model but the predic-
tion head: it disregards the original Head and learns a new
one. Fine-tuning, on top of linear probing, allows the back-
bone model to be updated as well.

Several recent works have demonstrated the effective-
ness of utilizing intermediate features in transfer learning,
by allowing linear probing to directly access them [14, 15].
The seminal work HEAD2TOE [15] takes intermediate fea-
tures from Z0 and four distinct steps in each Transformer
layer: features after the layer normalization, after the MSA
block, and inside and after the MLP block. Since each of
them has 1+N tokens, HEAD2TOE groups tokens by their
indices and performs average pooling to reduce the dimen-
sionality. The resulting features — over each group, step,
and layer — are then concatenated together for linear prob-

ing. To further reduce dimensionality, HEAD2TOE employs
group lasso [1, 52] for feature selection.

We note that while the second dimensionality reduction
is driven by downstream tasks, the first (i.e., pooling) is not,
which may inadvertently eliminate useful information. This
shortcoming motivates us to develop Visual Query Tuning
(VQT) for the effective usage of intermediate features.

3.2. Visual Query Tuning (VQT)
We propose to replace the average pooling operation in

HEAD2TOE with the intrinsic “summarizing” mechanism
in Transformers. We note that the MSA block introduced
in Equation 3 essentially performs weighted averages of the
Value features V over tokens, in which the weights are de-
termined by the columns of K>

Q. That is, if we can ap-
pend additional “columns” to K

>
Q, the MSA block will

1For brevity, we ignore the layer index m for the projection matrices
Wq ,Wk,Wv , but each layer has its own projection matrices.

output additional weighted combinations of V . In the spe-
cial case that the appended vector to K

>
Q has identical

entries (e.g., an all-zero vector), the weighted average re-
duces to a simple average. In other words, average pooling
can be thought of as a special output of the MSA layer.

Taking this insight into account, we propose to learn and
append additional columns Q

0 to Q. We realize this idea
by introducing a handful of T learnable “query” tokens
Pm�1 = [p(1)

m�1, · · · ,p
(T )
m�1] to the input of each Trans-

former layer Lm. See Figure 1b for an illustration. Differ-
ent from the original input Zm�1 that undergoes the three
projections introduced in Equation 1, Pm�1 only undergoes
the projection by Wq ,

Q
0
m = WqPm�1. (4)

By appending Q
0
m to Qm column-wise, we modify the

computation of the original MSA block in Equation 3 by

Vm ⇥ Softmax(
K

>
m[Qm,Q0

m]p
D

) = (5)

[Vm ⇥ Softmax(
K

>
mQmp
D

),Vm ⇥ Softmax(
K

>
mQ

0
mp

D
)].

The second half (blue color) corresponds to the newly sum-
marized MSA features by the learnable query tokens Pm�1.
Then after the MLP block MLPm, these features lead to the
newly summarized features Z

0
m 2 RD⇥T from layer Lm.

We can then concatenate these newly summarized features
over layers, Z 0

m 2 RD⇥T for m = 1, · · · ,M , together with
the final “CLS” vector x(Class)

M , for linear probing. We name
our approach Visual Query Tuning (VQT), reflecting the
fact that the newly added tokens Pm for m = 0, · · · ,M�1
only serve for the additional columns in Query matrices.
Properties of VQT. As indicated in Equation 5, the newly
introduced query tokens do not change the MSA features
the pre-trained ViT obtains (i.e., the first half). This implies
that VQT keeps all the original intermediate features (e.g.,
Zm) intact but only learns to recombine them.
Training of VQT. Given the training data of the down-
stream task, the query tokens {Pm}M�1

m=0 are learned end-to-
end with the new prediction head, which directly accesses
the outputs {Z 0

m+1}M�1
m=0 of these query tokens.

To further reduce the dimensionality of {Z 0
m+1}M�1

m=0 ,
we optionally employ group lasso, following HEAD2TOE
[15]. In detail, we first learn the query tokens without group
lasso. We then freeze them and apply group lasso to select
useful features from {Z 0

m+1}M�1
m=0 . We also explored vari-

ous ways for dimension reduction in Appendix C.4.

3.3. Comparison to Related Works

Comparison to HEAD2TOE [15]. We list several key dif-
ferences between HEAD2TOE and our VQT. First, com-
pared to HEAD2TOE, which takes intermediate features
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from multiple steps in a Transformer layer, VQT only
takes the newly summarized intermediate features after
each layer. Second, and more importantly, VQT employs
a different way to combine intermediate features across to-

kens. Generally speaking, there are two ways to combine a
set of feature vectors {x(n) 2 RD}Nn=1: concatenation and
average pooling. The former assumes that different vec-
tors have different meanings even at the same dimension,
which is suitable for features across layers. The latter as-
sumes that the same dimension means similarly to differ-
ent vectors so they can be compared and averaged, which
is suitable for features across tokens. One particular draw-
back of the former is the dimensionality (i.e., inefficiency).
For the latter, it is the potential loss of useful information
since it combines features blindly to the downstream tasks
(i.e., ineffectiveness). HEAD2TOE takes a mix of these two
ways to combine features over tokens, and likely suffers
one (or both) drawbacks. In contrast, VQT leverages the
intrinsic mechanism of self-attention to aggregate features
adaptively, conditioned on the features and the learnable
query tokens, making it a more efficient and effective way to
tackle the numerous intermediate features within each layer.
Comparison to Visual Prompt Tuning (VPT). At first
glance, VQT may be reminiscent of VPT [23], but they are
fundamentally different as highlighted in section 1 and Fig-
ure 1. Here, we provide some more details and illustrations.

VPT in its deep version (VPT-Deep) introduces learnable
tokens Pm�1 = [p(1)

m�1, · · · ,p
(T )
m�1] to the input of each

Transformer layer Lm, similarly to VQT. However, unlike
VQT which uses Pm�1 only for querying, VPT-Deep treats
Pm�1 the same as other input tokens Zm�1 and generates
the corresponding Query, Key, and Value matrices,

Q
0
m = WqPm�1, K

0
m = WkPm�1, V

0
m = WvPm�1.

These matrices are then appended to the original ones from
Zm�1 (cf. Equation 1) before self attention,

Q̃m = [Qm,Q0
m], K̃m = [Km,K 0

m], Ṽm = [Vm,V 0
m],

making the output of the MSA block as

Ṽm ⇥ Softmax(
K̃

>
mQ̃mp
D

) = (6)

[Ṽm ⇥ Softmax(
K̃

>
mQmp
D

), Ṽm ⇥ Softmax(
K̃

>
mQ

0
mp

D
)].

Compared to Equation 3 and Equation 5, the first half of the
matrix in Equation 6 changes, implying that all the interme-
diate features as well as the final “CLS” vector x(Class)

M are
updated according to the learnable tokens Pm�1. In con-
trast, VQT keeps these (intermediate) features intact.

Perhaps more subtly but importantly, VPT-Deep ends up
dropping the second half of the matrix in Equation 6. In

other words, VPT-Deep does not exploit the newly summa-
rized features by Q

0
m at all, making it conceptually similar

to Prefix Tuning [30]. Please see Figure 1 for a side-by-side
comparison between VQT and VPT-Deep.

The aforementioned differences suggest an interesting
distinction between VQT and VPT: VQT learns to lever-

age the existing intermediate features, while VPT learns

to adapt the intermediate features. In subsection 4.3, we
demonstrate one particular strength of VQT, which is to
transfer self-supervised pre-trained models.
Comparison and Compatibility with PETL methods. In
fact, most of the existing PETL approaches that adjust or
add a small set of parameters to the backbone model up-
date the intermediate features [19]. Thus, our VQT is likely
complementary to them and can be used to boost their per-
formance. In subsection 4.3, we explore this idea by intro-
ducing learnable query tokens to these methods.
Memory efficiency in training. As pointed out in [42],
when learning the newly added parameters, most PETL
methods require storing intermediate back-propagation re-
sults, which is memory-inefficient for large Transformer-
based models. For VQT, since it keeps all the inter-
mediate features intact and only learns to (i) tune the
query tokens (ii) and linearly probe the corresponding out-
puts of them, the training bypasses many expensive back-
propagation paths, significantly reducing the memory foot-
print. See subsection 4.4 for details.

4. Experiments
4.1. Experiment Setup

Dataset. We evaluate the transfer learning performance on
the VTAB-1k [54], which consists of 19 image classifica-
tion tasks categorized into three groups: Natural, Special-
ized, and Structured. The Natural group comprises natural
images captured with standard cameras. The Specialized
group contains images captured by specialist equipment for
remote sensing and medical purpose. The Structured group
evaluates the scene structure comprehension, such as object
counting and 3D depth estimation. Following [54], we per-
form an 80/20 split on the 1000 training images in each task
for hyperparameter searching. The reported result (top-1
classification accuracy) is obtained by training on the 1000
training images and evaluating on the original test set.
Pre-training setup. We use ViT-B/16 [13] as the back-
bone. The pre-training setup follows the corresponding
compared baselines. When comparing with Head2Toe, we
use ImageNet-1K supervised pre-trained backbone. When
investigating the compatibility with other PETL methods,
ImageNet-21K supervised pre-trained backbone is used.
To demonstrate the robustness of VQT to different pre-
training setups, we also evaluate VQT on self-supervised
(MAE) [20] and image-language (CLIP) pre-trained [39]
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Scratch 7.6 19.1 13.1 29.6 6..7 19.4 2.3 14.0 71.0 71.0 29.3 72.0 60.8 31.6 52.5 27.2 39.1 66.1 29.7 11.7 24.1 35.3 32.8
Linear-probing 50.6 85.6 61.4 79.5 86.5 40.8 38.0 63.2 79.7 91.5 71.7 65.5 77.1 41.4 34.4 34.1 55.4 18.1 26.4 16.5 24.8 31.4 52.7
Fine-tuning 44.3 84.5 54.1 84.7 74.7 87.2 26.9 65.2 85.3 95.0 76.0 70.4 81.7 71.5 60.5 46.9 72.9 74.5 38.7 28.5 23.8 52.2 63.2

HEAD2TOE 54..4 86.8 64.1 83.4 82.6 78.9 32.1 68.9 81.3 95.4 81.2 73.7 82.9 49.0 57.7 41.5 64.4 52.3 32.8 32.7 39.7 46.3 62.3
VQT (Ours) 58.4 89.4 66.7 90.4 89.1 81.1 33.7 72.7 82.2 96.2 84.7 74.9 84.5 50.8 57.6 43.5 77.2 65.9 43.1 24.8 31.6 49.3 65.3

Table 1. Test accuracy on the VTAB-1k benchmark with ViT-B/16 pre-trained on ImageNet-1K. ”Mean” denotes the average accuracy for
each category and ”Overall Mean” shows the average accuracy over 19 tasks.

Methods Natural Specialized Structured

CLIP backbone

AdaptFormer 82.6 85.1 60.9
AdaptFormer+VQT 82.1 0.5 # 85.8 0.7 " 62.6 1.7 "
VPT 80.4 84.9 50.9
VPT+VQT 81.5 1.1 " 86.3 1.4 " 57.2 6.3 "

MAE backbone

AdaptFormer 68.7 81.3 58.3
AdaptFormer+VQT 71.1 2.4 " 83.3 2.0 " 59.2 0.9 "
VPT 63.5 79.1 48.6
VPT+VQT 67.9 4.4 " 82.7 3.6 " 49.7 1.1 "

Supervised ImageNet-21K backbone

AdaptFormer 80.1 82.3 50.3
AdaptFormer+VQT 79.6 0.5 # 84.3 2.0 " 53.0 2.7 "
VPT 79.1 84.6 54.4
VPT+VQT 78.9 0.2 # 83.7 0.9 # 54.6 0.2 "

Table 2. Compatibility of VQT with AdaptFormer and VPT on
MAE, CLIP, and supervised pre-trained backbones.

backbones. Please see Appendix B for more details.

4.2. Effectiveness of VQT

To evaluate the transfer learning performance of VQT,
we compare VQT with methods that fix the whole back-
bone (linear-probing and HEAD2TOE) and full fine-tuning,
which updates all network parameters end to end. For a fair
comparison, we match the number of tunable parame-
ters in VQT with that in HEAD2TOE (details are included
in Appendix B.3). In general, VQT improves over linear-

probing by 12.6% and outperforms HEAD2TOE and full
fine-tuning by 3% and 2.1% respectively, on average per-
formance over 19 tasks, which demonstrates the strength
of using intermediate features and the effectiveness of
VQT in summarizing them. In the Natural category, VQT
surpasses HEAD2TOE and fine-tuning by 2.8% and 7.5%,
respectively, and outperforms them in the Specialized cate-
gory by 1.6% and 2.8%, respectively. As shown in [15,54],
the Natural and Specialized categories have stronger do-
main affinities with the source domain (ImageNet) since
they are all real images captured by cameras. Thus, the
pre-trained backbone can generate more relevant interme-
diate features for similar domains. The only exception is

the Structured category consisting of rendered artificial im-
ages from simulated environments, which differs signifi-
cantly from ImageNet. Although VQT continues to im-
prove HEAD2TOE, fine-tuning shows 2.9% enhancement
over VQT, suggesting that if we need to adapt to a more
different targeted domain, we may consider tuning a small
part of the backbone to produce updated features for new
data before applying our VQT techniques. Appendix C.1
contains more comparisons between HEAD2TOE and VQT.

4.3. Compatibility with PETL Methods in Different
Pre-training Methods

As mentioned in subsection 3.3, most existing PETL
methods and VQT take fundamentally different routes to
approach transfer learning: PETL methods focus on adapt-
ing the model to generate updated features, while VQT aims
to better leverage features. Building upon this conceptual
complementariness, we investigate if they can be combined
to unleash the power of transfer learning. Moreover, in or-
der to demonstrate the robustness of the compatibility, we
evaluate performance on three different pre-trained back-
bones: self-supervised pre-trained (MAE with ImageNet-
1K) [20], image-language pre-trained (CLIP) [39] and su-
pervised pre-trained (ImageNet-21K).

Specifically, we focus on two recently proposed meth-
ods: AdaptFormer [10] and VPT [23]. AdaptFormer inserts
fully connected layers in a bottleneck structure parallel to
the MLP block in each Transformer layer [10]; VPT adds
learnable tokens to the input of every Transformer layer.

To equip AdaptFormer [10] and VPT [23] with our VQT,
firstly, we update the pre-trained model with AdaptFormer
or VPT so that the model can generate relevant intermediate
features for the downstream task. Then we add T = 1 query
token to the input of every layer to summarize the updated
intermediate features. For AdaptFormer, we use the default
bottleneck dimension 64; for VPT, we use the best number
of added tokens for each task reported in their paper.

We summarize the results in Table 2, where each row
shows the results for one pre-trained backbone, and each
column shows the results for one data category. Generally
speaking, AdaptFormer and VPT benefit from VQT in most
of the scenarios across different data categories and pre-
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Figure 2. The power of leveraging intermediate features provided
by VQT allows AdaptFormer to incorporate additional informa-
tion from the updated model (red curve), which would not be pos-
sible by simply increasing the complexity of the inserted modules
(green curve). d̂ denotes the bottleneck dimension of AdaptFormer
and T represents the number of VQT’s query tokens.

Methods Natural Specialized Structured

Linear-probing 18.87 53.72 23.70
Fine-tuning 59.29 79.68 53.82

VPT 63.50 79.15 48.58
VQT (Our) 66.00 82.87 52.64

Table 3. Average accuracy on VTAB-1k using the MAE backbone.

trained backbones. The improvement is more salient in
the MAE backbone. Since the MAE pre-training uses the
reconstruction objective instead of the classification or con-
trastive one, we hypothesize that some useful intermediate
features for classification may not be propagated to the fi-
nal layer2. With the help of VQT, AdaptFormer and VPT
can leverage intermediate features in a more concise and ef-
fective way. Additionally, VQT also benefits from Adapt-
Former and VPT. In subsection 4.2, we found that directly
applying VQT to the pre-trained backbone may not be ef-
fective for the Structured category due to the low domain
affinity. With the intermediate features updated by Adapt-
Former and VPT, VQT can summarize these more relevant
features to improve the results for the Structured group.
To sum up, the experiment results illustrate that VQT and
PETL methods are complementary and mutually ben-
eficial, with the potential to further unleash the power of
transfer. We provide detailed results of various pre-trained
backbones in Appendix C.6 and the compatibility compari-
son between HEAD2TOE and VQT in Appendix C.7.

To confirm that the improvement mentioned above does
not simply come from the increase of tunable parameters,
we enlarge AdaptFormer’s added modules by increasing
the bottleneck dimension d̂ from 64 to 128 and 256 to
match the tunable parameter number of AdaptFormer when
it is equipped with VQT3. As shown in Figure 2, Adapt-

2Table 3 shows the transfer learning results by each method alone, us-
ing the MAE backbone. Our VQT notably outperforms other methods.

3For VPT, since we already use its best prompt sizes, adding more
prompts to it will not improve its performance.

(a) (b)
Figure 3. Comparison under memory constraints. (a) Without
constraints, VPT and AdaptFormer slightly outperform VQT. (b)
With constraints, VQT performs the best in low-memory regimes.

Former with VQT significantly outperforms AdaptFormer
with larger added modules when the numbers of tunable pa-
rameters are similar. This further demonstrates the comple-
mentary strength of VQT and AdaptFormer: the improve-
ment by leveraging intermediate features summarized by
VQT cannot be achieved by simply increasing the complex-
ity of the inserted modules in AdaptFormer.

4.4. Memory Efficient Training
While many PETL methods reduce the number of tun-

able parameters, they cannot cut down the memory footprint
during training by much, and therefore, the evaluation of
PETL methods often ignores memory consumption. In real-
world scenarios, however, a model is often required to adapt
to new data on edge devices for privacy concerns, necessi-
tating the need for methods that can be trained with limited
memory. This motivates us to further analyze the accuracy-
memory trade-off for VPT, AdaptFormer, and VQT.

As discussed in subsection 3.3, VPT and AdaptFormer
require storing the intermediate back-propagation results to
update their added parameters, while VQT bypasses the ex-
pensive back-propagation because it keeps all the interme-
diate features intact. To evaluate their performance in the
low-memory regime, we only add their inserted parameters
to the last few layers to match the memory usage. Figure 3a
shows the performance of VQT, VPT, and AdaptFormer
under their best hyperparameters without memory con-
straints; Figure 3b depicts the accuracy-memory trade-
off for these methods. When memory is not a constraint,
VPT and AdaptFormer slightly outperform VQT, but they
consume 3.8x and 5.9x more memory (GB) than VQT, re-
spectively, as we can see in Figure 3b.

When memory is a constraint (left side of Figure 3b), we
see drastic accuracy drops of AdaptFormer and VPT. Al-
though they still surpass linear-probing, VQT outperforms
them significantly, suggesting that VQT is a more memory-
efficient method thanks to its query-only mechanism.

4.5. Discussion

Layer importance for each category. As VQT leverages
the summarized intermediate features for predictions, we
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Figure 4. Layer importance for each category in VTAB-1k.
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Figure 5. t-SNE visualization of the CLS tokens alone (top) and
CLS tokens plus our summarized features (bottom) on 3 tasks
from each VTAB’s category. Adding the summarized intermediate
features makes the whole features more separable.

(a) (b)
Figure 6. (a) Average accuracy over the 19 tasks in VTAB-1k
using different training data sizes. For each task, 100% means that
we use all the 1000 training images. In the 10% data case, we
averagely have only 2 images per class. (b) Average accuracy on
VTAB-1k using different numbers of query tokens for VQT.

investigate which layers produce more critical features for
each category. In Figure 4, we show each layer’s importance
score computed by averaging the feature importance in the
layer. Features in deeper layers are more important for the
Natural category, while features from all layers are almost
equally important for the Specialized category. Contrast-
ingly, VQT heavily relies on the CLS token for the Struc-
tured category. We hypothesize that the low domain affinity
between ImageNet and the Structured category may cause
the intermediate features to be less relevant, and the model
needs to depend more on the CLS token.
Different downstream data sizes. We further study the
effectiveness of VQT under various training data sizes. We
reduce the VTAB’s training sizes to {10%, 20%, 30%, 50%,
70%} and compare VQT with Fine-tuning and Linear prob-

ing in Figure 6a. Although fine-tuning slightly outperforms
VQT on 100% data, VQT consistently performs better as
we keep reducing the training data. On the 10% data case,
where we only have 2 images per class on average, Linear
probing obtains the best accuracy, but its improvement di-
minishes and performs much worse than VQT when more
data become available. These results show that VQT is
more favorable in a wide range of training data sizes.
Number of query tokens. As we use only one query to-
ken for VQT in previous experiments, we now study VQT’s
performance using more query tokens on VTAB-1k. Fig-
ure 6b shows that more query tokens can improve VQT,
but the accuracy drops when we add more than 40 tokens.
We hypothesize that overly increasing the model complex-
ity causes overfitting due to the limited data in VTAB-1k.
Visualization. Figure 5 shows t-SNE [45] visualization of
the CLS token and our summarized features for three tasks
(SVHN, EuroSAT, and Clevr-Dist), one from each category.
Compared with the CLS token alone, adding summarized
features makes the whole features more separable, showing
the strength of using intermediate features and the effective-
ness of our query tokens in summarizing them. We provide
the visualization of other tasks in Appendix C.5.

5. Conclusion
We introduced Visual Query Tuning, a simple yet effec-

tive approach to aggregate intermediate features of Vision
Transformers. By introducing a set of learnable “query”
tokens to each layer, VQT leverages the intrinsic mecha-
nism of Transformers to “summarize” rich intermediate fea-
tures while keeping the intermediate features intact, which
allows it to enjoy a memory-efficient training without back-
propagation through the entire backbone. Empirically, VQT
surpasses HEAD2TOE, the SOTA method that utilizes in-
termediate features, and we demonstrate robust and mutu-
ally beneficial compatibility between VQT and other PETL
methods. Furthermore, VQT is a more memory-efficient
approach and achieves much higher performance in a low-
memory regime. While VQT only focuses on summariz-
ing features within each layer, we hope our work can pave
the way for exploring more effective ways of using features
across layers and leveraging intermediate features in trans-
fer learning for other tasks, such as object detection, seman-
tic segmentation and video classification.
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