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Abstract

Transformers have been recently utilized for vision and
language tasks successfully. For example, recent image and
language models with more than 200M parameters have
been proposed to learn visual grounding in the pre-training
step and show impressive results on downstream vision and
language tasks. On the other hand, there exists a large
amount of computational redundancy in these large models
which skips their run-time efficiency. To address this prob-
lem, we propose dynamic inference for grounding based vi-
sion and language models conditioned on the input image-
text pair. We first design an approach to dynamically skip
multihead self-attention and feed forward network layers
across two backbones and multimodal network. Addition-
ally, we propose dynamic token pruning and fusion for two
backbones. In particular, we remove redundant tokens at
different levels of the backbones and fuse the image tokens
with the language tokens in an adaptive manner. To learn
policies for dynamic inference, we train agents using rein-
forcement learning. In this direction, we replace the CNN
backbone in a recent grounding-based vision and language
model, MDETR, with a vision transformer and call it ViT-
MDETR. Then, we apply our dynamic inference method
to ViTMDETR, called D-ViTDMETR, and perform experi-
ments on image-language tasks. Our results show that we
can improve the run-time efficiency of the state-of-the-art
models MDETR and GLIP by up to ∼ 50% on Referring Ex-
pression Comprehension and Segmentation, and VQA with
only maximum ∼ 0.3% accuracy drop.

1. Introduction
Significant progress has been made in the development

of image and language models attributed to: (1) emergence
of transformers for different modalities [6,13], and (2) large
scale pre-training paradigms [4, 14, 17, 24, 29, 43, 44]. In
particular, with the very large scale pre-training of image
and language models, large number of parameters and com-
putations are allocated for processing input image-text pair.
Specifically, the number of parameters of recent vision and
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Figure 1. Accuracy vs frames per second comparison of the large
(Top Left) and small (Top Right) models and accuracy vs GLOPs
comparison of the large (Bottom Left) and small (Bottom Right)
models. D-ViTMDETR outperforms MDETR, GLIP and our ViT-
MDETR model in both frames per second and GFLOPs metrics
while maintaining high accuracy.

language models can be more than 200M [14, 17, 44], re-
sulting in low run-time efficiency. This problem with the
single-modality transformers has been tackled by several
studies before [27, 30, 37]. Such computational complex-
ity is further amplified in multimodal networks often build-
ing on multiple transformer models. As a result, reduc-
ing the run-time complexity of the multimodal networks
can be very beneficial for the downstream tasks. Exist-
ing methods including pruning [20], knowledge distilla-
tion [10, 33] and quantization [39] can potentially be ex-
tended toward this goal. However, they show significant
performance drop (≥ 1%) at ≥ 50% compression rates
and these methods are mostly designed for parameter re-
duction not for run-time speed. As a result, we propose
dynamic inference with the large image and language mod-
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els mainly to achieve two goals: (1) drastically reduce run-
time complexity, and (2) maintain their high accuracy. To-
wards these goals, in the first step, we analyze the clas-
sic architectural choices for the recent image and language
models. A typical image and language model consists of
a vision encoder (a CNN or a vision transformer), a text
encoder (transformer), and a multimodal transformer (fu-
sion network). Inspired by MDETR [14], we build a vi-
sion and language model consisting of vision and language
transformer and DETR-like multimodal network and call it
ViTMDETR. The transformer modules consist of a multi-
head self attention (MSA) and feed forward network (FFN)
blocks which are experimentally found to be computation-
ally expensive modules in inference-time. It is also known
that computationally complexity of transformer MSA mod-
ule goes up quadratically w.r.t number of tokens. The num-
ber of tokens and the computational complexity gets further
amplified with inclusion of multimodal inputs and related
modules.

For these reasons, with our D-ViTMDETR model we
propose to dynamically prune input tokens from multiple
modalities across the transformer backbones and fuse vi-
sion tokens adaptively with the text tokens to improve the
accuracy. This way, we can reduce the complexity quadrat-
ically. Additionally, we adaptively skip the computationally
expensive MSA and FFN layers across the two backbones
and the multimodal network to further improve run-time ef-
ficiency. To learn dynamic policies, we train decision net-
works using the policy-gradients based reinforcement learn-
ing algorithm and distill the knowledge from ViTMDETR
to better optimize D-ViTMDETR.

In this research work, our contributions are as below:

• We introduce an MDETR-inspired transformer-based
model ViTMDETR for grounding based vision and
language tasks.

• We propose a novel method to learn dynamic token
pruning and fusion actions to reduce computational
complexity using reinforcement learning. Addition-
ally, we train the same agents to learn MSA and FFN
layer skipping throughout our vision and language
model to further reduce complexity.

• For better optimization, we align the representations
and predictions of D-ViTMDETR with the representa-
tions and predictions of the ViTMDETR model.

• We perform experiments with both our ViTMDETR
and D-ViTMDETR models on several image and lan-
guage benchmarks for Referring Expression Compre-
hension (REC) and Segmentation (RES), and VQA
tasks. With our dynamic model, D-ViTMDETR, we
can improve the run-time efficiency of the state-of-
the-art models MDETR [14] and GLIP [17] by up to
∼ 50% on Referring Expression Comprehension and

Segmentation, and VQA with only maximum ∼ 0.3%
accuracy drop as seen in Figure 1.

2. Related Works

Grounding Based Image and Language Models We can
categorize existing grounding based image and language
models into two categories: (1) two-stage and (2) single-
stage. Two-stage methods [4, 24, 42] rely on off-the-shelf
object detectors to get object proposals and then process the
language query for the task of interest. On the other hand,
single-stage methods [3, 5, 7, 14, 17, 40, 44] avoid using a
separate off-the-shelf object detector and perform end-to-
end training for detecting the referred object, reducing the
computational complexity of the two-stage methods. The
most recent vision and language models [5, 14, 17, 18, 38]
utilize large-scale transformers to improve the accuracy of
the previous models with CNN backbones [3,40]. Other re-
cent works [19,29,31] including CLIP [29] have developed
image and language models trained on large-scale data with
high-level image-to-text contrastive learning objective.
Dynamic Inference with Transformers Dynamic infer-
ence with vision transformers have been mostly studied on
single modality data. Wang et al. [35] proposed to leverage
the redundancy in the image space to assign adaptive num-
ber of patches to each image. Other works [30,37,41] used
adaptive number of tokens conditioned on the input. These
studies exploit the redundancy on the input (image and to-
kens) to transformer encoders. On the other hand, depth-
adaptive inference for transformers showed strong improve-
ments [1, 8, 11, 22]. Next, [27] performs conditional infer-
ence on the image space, in the attention heads and FFN
components for the task of image recognition. However,
there has been no dynamic method designed for multimodal
tasks. Different from this studies, our study focuses on the
vision and language models for the vision and language
tasks. Since the amount of computation in the vision and
language models will be drastically larger than the single-
modality tasks, we can expect further gains by using dy-
namic inference on the vision and language models. In ad-
dition to MSA and FFN layer skipping across the backbones
and multimodal network, we perform dynamic token prun-
ing for text and vision tokens and adaptively fuse vision to-
kens with text tokens.

3. Proposed Method

3.1. Building ViTMDETR

In our vision and language model, we have a vision en-
coder fv and text encoder ft parameterized by θv and θt that
outputs representations zv ∈ Rv and zt ∈ Rt as

zi=N
v = fv(xv; θv), zi=N

t = ft(xt; θt). (1)
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where N represents the number of encoders. The modality-
specific representations are then concatenated and passed to
a third-stage multimodal network, fm, parameterized by θm
as

zm = fm([zi=N
v , zi=N

t ]; θm) (2)

where zm ∈ Rm represents output of multimodal network.
We then process zm with an MLP layer to get task-specific
predictions, i.e., referring expression comprehension (REC)
and VQA. Given this multimodal network with list of pa-
rameters θ = [θv, θt, θm], our goal is to introduce adap-
tivity in processing the modalities through vision and text
backbones and multimodal network.
Text Backbone The text transformer first projects raw lan-
guage data to word embeddings and sums them with the
positional embedding formulated as

zi=0
t = et(xt) + pt(xt) (3)

where, for a given input token xt, et and pt represent the
word and positional embedding functions.

Next, the transformer processes the input embeddings
zi=0
t by N encoders where each encoder consists of MSA,

layer norm (LN), GELU [9], and FFN layers. Operations in
a transformer encoder can be formulated as

zit = MSAt(LNt(z
i
t)) + zit, (4)

zi+1
t = FFNt(LNt(z

i
t)) + zit. (5)

We note that we can skip the MSA or FFN layers together
with LN layer without any modification to the architecture.
This will be useful for our dynamic inference method.
Vision Backbone The vision transformer has a convolu-
tional layer, ev , to divide the input image into patches
and learn patch representations. Patch embedding is then
summed with the positional embedding, pv as

zi=0
v = ev(xv) + pv(xv). (6)

Next, the vision transformer processes the input embedding
zi=0
v by N encoders with similar components to the text

transformer encoder. We can formulate the operations in a
vision transformer encoder as

ziv = MSAv(LNv(z
i
v)) + ziv, (7)

zi+1
v = FFNv(LNv(z

i
v)) + ziv. (8)

Similarly to the text transformer, we can skip the MSA or
FFN layers without any modification to the architecture.
Multimodal Transformer We then pass the concatenated
representations [zi=N

t , zi=N
v ] to a multimodal transformer.

MDETR uses a DETR-based transformer [2] to output

bounding box predictions for the given multimodal repre-
sentations. For the REC task, we choose the bounding box
predictions with the highest confidence score. For VQA,
we do not output bounding boxes; instead, we output class
probabilities for different answers. With DETR, we can use
a different number of encoders and decoders on the input
representations. In this study, we maintain the same struc-
ture with the DETR in the MDETR model for the multi-
modal transformer and use 6 encoders and 6 decoders with
traditional transformer MSA and FFN layers on which we
can perform skipping without any modification.

3.2. Dynamic Token Pruning and Fusion

To achieve dynamic inference, we first propose an ap-
proach to prune redundant multimodal tokens and fuse to-
kens adaptively. We note that we only fuse selected vision
tokens with the text tokens and process the fused vision to-
kens and text tokens with the text backbone. We follow this
strategy as pre-trained language transformers are known to
generalize to image modality [25]. In this direction, we
place a decision network on after every two encoders of the
backbones. The decision network provides output for the
token pruning and fusion as

pb, sb = sigmoid(fd([z
i
v, z

i
t]; θd)) (9)

where pb represents the continuous predictions on token fu-
sion and pruning across the two backbones whereas θd rep-
resent the decision network parameters. On the other hand,
sb represents the actions for MSA and FFN layer skipping
that we detail in the next section. We use a single dense
layer for the decision network. Note that the number of to-
kens from each backbone can get large depending on the
size of the image and text. As a result, it can be very hard to
optimize the decision network to provide actions for many
tokens.

Token Token

Token Token

Token Token

Token Token

Single Action Space for  
Token Pruning and Fusion 

Single Action Space for  
Token Pruning and Fusion 

Token Token

Token Token

Token Token

Token Token

Token Token
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Figure 2. Demonstration of action space for vision token pruning
and fusion. We group each 16 neighboring tokens in a 64×64 win-
dow and represent the window with two actions: (1) token pruning
and (2) fusion. The actions are then applied to the tokens inside
this window.
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Figure 3. Framework for combining the dynamic token fusion and pruning together with MSA and FFN layer skipping to get D-
ViTMDETR model. We do not show layer skipping in the multimodal network for simplicity. By combining layer skipping together
with token pruning and fusion, we tackle redundancy in both across the backbones and multimodal network and the input data.

Reducing the Size of Action Space The amount of vision
tokens can be very large especially for large size images
given that each token covers 16 × 16 pixels patch. Large
action space can be a bottleneck for learning the decision
network parameters. To simplify their training, we clus-
ter the set of vision tokens by spatially grouping them as
shown in Figure 2. More specifically, we divide the im-
age into Mv × Mv non-overlapping windows where each
window is represented by 64 × 64 pixels and take a single
pruning and fusion action for all the patches in this win-
dow. Our action space for pruning and fusion then becomes
pb ∈ [0, 1]2∗Mv∗Mv+Mt where Mv ∗Mv and Mt represent
the number of vision token clusters and text tokens. Since,
the number of text tokens is much smaller than the number
of vision tokens, we do not modify their action space.
Discrete Actions from Continuous Predictions In test
time, we obtain discrete actions by using a piece-wise func-
tion as ajp = 1 if pjb ≥ 0.5, otherwise ajp = 0. For ajp = 1
we either prune or fuse the corresponding set of vision to-
kens in a spatial cluster and we keep the tokens for ajp = 0.
To avoid the conflicts between pruning and fusion, we pri-
oritize pruning over fusion. In other words, if we decide to
both prune and fuse a set of vision tokens in a cluster, we
prune them and ignore fusion actions since pruning favors
further computational efficiency.

3.3. Dynamic MSA and FFN Layer Skipping

In the next step, we propose a method to dynamically
skip MSA and FFN layers in the image and language back-
bones, and multimodal transformer.
Backbones For MSA and FFN layer skipping, we use the
same decision network with the token pruning and fusion

actions from Eq. 9 where sb represents the continuous pre-
dictions of the decision network on which MSA and FFN
layers should be skipped in the next two encoders of the
language and text backbone. As a result, our action space
for layer skipping can be represented as sb ∈ [0, 1]8 as we
have 4 MSA an 4 FFN layers in two encoders across the two
backbones.
Multimodal Transformer Finally, we integrate a decision
network before multimodal transformer as shown below.

sf = sigmoid(fm([zNv , zNt ]; θm)) (10)

where sf represents the continuous predictions on skipping
MSA and FFN layers in the multimodal network. Our ac-
tion space in this case can be represented as sf ∈ [0, 1]24 as
we have 12 MSA an 12 FFN layers in the 6 encoders and 6
decoders. We note that we have traditional MSA and FFN
layers in these encoders and decoders.
Discrete Actions from Continuous Predictions In test
time, we obtain discrete actions by using a piece-wise func-
tion as ajs = 1 if sjs ≥ 0.5, otherwise ajs = 0. For ajs = 1
we skip the corresponding MSA or FFN layer and use the
MSA or FFN layer for ajs = 0. We note that we follow
the same process to get actions am for skipping MSA and
FFN layers in the multimodal network after getting the pre-
dictions sf . We show the combination of the token pruning
and fusion together with MSA and FFN layer skipping in
Figure 3.

3.4. Modeling the Reward and Policy Functions

3.4.1 Reward Function

Reward function is a critical component of our algorithm
as it needs to reflect what we want to achieve with adaptive
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inference. In our method, our goal is to reduce the computa-
tional complexity in the inference time to increase run-time
speed. As a result, we propose a dual reward function that
consists of: (1) target task accuracy and (2) savings in com-
putational complexity.
Backbones For backbones, we formulate the reward func-
tion as

Rb = σ ∗ c(d, g) + (1− σ) ∗ (P + F + S) (11)

where c represents the task accuracy given model predic-
tions, d, and ground truth, g, whereas P , and F represent
the ratio of pruned and fused tokens. S represents the ratio
of skipped MSA and FFN layers. We note that we assign
same reward to skipping an MSA and an FFN layer. One
can assign higher reward to MSA layer since it has more
computational complexity. On the other hand, σ ∈ [0, 1]
controls the trade-off between the task accuracy and com-
putational efficiency obtained by the adaptive inference.
Multimodal Network As we do not prune tokens for the
multimodal network, we only consider skipping MSA and
FFN layers. We formulate the reward function as

Rf = σ ∗ c(d, g) + (1− σ)S. (12)

3.4.2 Policy Functions

Backbones We model the policy function for the backbones
as the multiplication of the probabilities of individual to-
ken pruning and fusion actions and repeat it for the layer
skipping actions. We represent individual actions with an
action-specific Bernoulli distribution. Next, we formulate
the policy function for the decision networks for the back-
bones as

πd(as,ap|ziv, zit) =
∏
j

sj
a
j
s

b (1−sjb)
1−aj

s+
∏
j

pj
a
j
p

b (1−pjb)
1−aj

p .

(13)
Multimodal Network Similar to the backbones, we model
the policy function for the multimodal network as the mul-
tiplication of the probabilities of individual actions repre-
sented by Bernoulli distribution as

πm(am|zNv , zNt ) =
∏
j

sj
a
j
m

f (1− sjf )
1−aj

m . (14)

4. Training Procedure
4.1. Optimization

As we learn discrete actions, we cannot use the repa-
rameterization trick to optimize the objective w.r.t. θd. To
optimize the parameters θd, we need to use model-free rein-
forcement learning algorithms. Policy gradient [32] is suit-
able in our scenario as the number of unique actions the

policy network can choose increases exponentially with the
number of tokens and MSA and FFN layers. Together with
policy gradients we use the REINFORCE method [32] to
optimize the objective w.r.t θd and θm as

argmax
θd,θm

J = Rb∇logπθd
(as,ap|ziv, zit)+ (15)

Rf∇logπθm
(am|zi=N

v , zi=N
t )

where ∇logπθd
and ∇logπθm

represent the log-likelihood
of policy function for the backbones and multimodal net-
work. Next, we substitute the policy functions with Eq. 13
and 14 and take its derivative w.r.t θd and θm for updating
the weights.

4.2. Pre-training the Decision Networks

After formulating the optimization steps, we pre-train
the decision networks on the finetuning dataset while keep-
ing the weights of the backbones and multimodal network
frozen. By doing this, we can learn useful policies towards
choosing the right decisions for token pruning and fusion to-
gether with adaptive layer skipping. To achieve it, we only
optimize the objective shown in Eq. 15.

4.3. Jointly Finetuning the Decision Networks,
Backbones and Multimodal Network

In the previous step, we learned the parameters of the
decision networks θd by executing the decisions with the
multimodal network and finding the reward value. Up until
this step, the multimodal network has not been updated with
the dynamic inference which results in accuracy drop. To
avoid it, we propose joint-finetuning step where we finetune
both the decision networks and backbones, and multimodal
network jointly. As a result, the objective for the backbones
and multimodal network parameters becomes:

argmin
θv,θt,θm

Lt = Task Loss(d, g|xt, yt,as,ap,am) (16)

On the other hand, the objective for the decision networks
remain similar to Eq. 15.

4.4. Distilling from ViTMDETR

To better optimize the model in the joint finetuning step,
we make use of the original fixed model, ViTMDETR, that
we started with. In this direction, we add an objective to
align the ViTMDETR’s representations with our dynamic
model as

argmin
θvθtθm

Ld = ∥zi=N
t − ẑi=N

t ∥1+ (17)

∥zi=N
v − ẑi=N

v ∥1 + ∥zm − ẑm∥1

where ẑi=N
t , ẑi=N

v , and ẑm represent the outputs of ViT-
MDETR after the vision and text backbones and the multi-
modal network, respectively.
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In addition to the representation alignment, we also
change the ground truth predictions, g, with the predictions
of the ViTMDETR, ĝ, and the task loss becomes

argmin
θv,θt,θm

Lt = Task Loss(d, ĝ|xt, yt,as,ap,am) (18)

Our final objective for end-to-end training of the adaptive
network then becomes a linear combination of the task loss
(Lt) and distillation loss (Ld) objectives as

argmin
θv,θt,θm

L = Lt + Ld. (19)

5. Experiments

Pre-training Dataset MDETR performs end-to-end pre-
training for a language-conditioned bounding box detec-
tion task. To construct a pre-training dataset, it merges
several independent vision and language datasets. These
datasets are listed as MSCOCO [21], Flickr30k [28], and
VisualGenome [16] as they have bounding box annotations
of the objects mentioned in the language query. The task in
this step is to accurately detect the bounding boxes of the
objects mentioned in a language query. For example, given
an input query of cat sitting next to a dog on the chair, the
task would be to predict bounding boxes of a cat, a dog, and
a chair in the image. We use the same pre-training dataset
and objectives to MDETR [14] to pre-train ViTMDETR.
Downstream Tasks/Datasets We finetune the pre-trained
model end-to-end on vision and language tasks, including
REC, RES and VQA. For REC, we use RefCOCO and Re-
fCOCO+ [15], and RefCOCOg [26] benchmarks. The task
in these datasets is to detect the bounding box of the ob-
ject referred to the language expression. For RES task, we
evaluate on the PhraseCut [36] dataset, where, the task is to
segment the object associated with the language query. For
the VQA, we use GQA benchmark [12].
Metrics As the evaluation metric, for REC and RES
tasks we compute the Jaccard index between predicted and
ground-truth bounding boxes. If it is above 0.5, the pre-
diction is considered correct. For the VQA, the task is
to predict the correct answer from the given answer cate-
gories. We use the top-1 accuracy metric to evaluate mod-
els. Lastly, we measure the run-time efficiency in terms of
frames per second on a single V100 GPU. Additionally, we
use the GFLOPs metrics to evaluate the models. 1

1https://github.com/Lyken17/pytorch-OpCounter

MDETR GLIP ViTMDETR

Pre-training
Dataset

COCO+
Flickr30k+VG (1.3M)

COCO+
Flickr30k+VG (1.3M)

COCO+
Flickr30k+VG (1.3M)

Table 1. Pre-training dataset used in our experiments.

Implementation Details. We build our implementation fol-
lowing the official MDETR repository2. We first replace
the CNN vision backbone with a transformer backbone,
DeiT [33]. To implement DeiT, we use the timm library3.
To utilize ImageNet pre-trained weights, we use 384× 384
pixels images in both training and test time. This way,
our whole architecture mostly consists of transformer lay-
ers other than the patch embedding convolutional layer. For
pre-training ViTMDETR, we use the batch size of 256 on
8 NVIDIA V100 GPUs. For the transfer learning tasks for
ViTMDETR we use a batch size of 8 with 2 NVIDIA V100
GPUs. For D-ViTMDETR, we use batch size of 256 with
8 V100 GPUs in the transfer learning tasks. We note that
our dynamic inference method benefits from large training
batch size as it reduces the variance in the reward objective.
Baselines We compare our method to a number of base-
lines that we designed. Our first baseline represents Ran-
dom MSA and FFN layer skipping, Random-LS, where we
draw skipping probability from a uniform distribution and
perform skipping if the sampled probability is higher than
a pre-defined threshold. Additionally, we design another
baseline, Random-TP+TF, that randomly prunes the to-
kens given a uniform distribution. Finally, we combine both
baselines to get another baseline, Random-LS+TP+TF. In
addition to the Random baselines, we develop Stochastic
baselines where we decay the likelihood of survival of the
tokens, and MSA and FFN layers with the increasing depth.
We call this baseline Stochastic-LS+TP+TF.

In addition to our baselines, we compare our models to
MDETR [14] and GLIP [17] models. To be consistent with
our set up, we pre-train both our ViTMDETR, and MDETR
and GLIP in the same pre-training dataset consisting of
1.3M image-text pairs with ground truth bounding box an-
notations. as shown in Table 1. Also, we pre-train and fine-
tune all the models on 384 × 384 pixels images. Finally,
we apply our dynamic inference method to our ViTMDETR
model in finetuning tasks and call it D-ViTMDETR.

5.1. Results
Experiments on Large Model We first perform exper-
iments on our large image and language model, ViT-
MDETR. This model contains two backbones: (1) DeiT-
Base [33] with 86M parameters, (2) RoBERTa-Base [23]
with 125M parameters and a multimodal network (DETR)
with 18M parameters similar to [14], resulting in 229M pa-
rameters model. Next, after pre-training the model, we learn
dynamic inference on the downstream tasks and report the
results in the Table 2. As shown in the table, we can im-
prove the run-time complexity of MDETR by ∼ 50% while
achieving ∼ 1% higher accuracy. On the other hand, we
perform additional ablation studies with the following two

2https://github.com/ashkamath/mdetr
3https://github.com/rwightman/pytorch-image-models
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RefCOCO RefCOCO+ RefCOCOg GQA PhraseCut

val testA testB val testA testB val testA Test-Dev Test-Std Test Run-Time Eff. (fps) GFLOPs
MDETR [14] 87.0 88.6 82.5 77.2 81.5 71.0 76.9 77.1 62.1 62.0 57.2 28 50

GLIP [17] 87.7 89.5 83.0 78.0 82.7 72.4 77.6 78.3 62.6 62.2 - 25 62
ViTMDETR 87.6 89.3 83.3 78.0 82.5 72.6 77.8 78.1 62.3 62.0 57.5 27 60
Random-LS 83.9 86.1 79.7 75.7 78.9 68.0 73.8 75.1 58.2 58.4 54.1 34 42

Random-TP+TF 83.9 85.9 79.8 75.5 77.6 67.9 74.1 74.9 58.4 58.4 54.2 32 45
Random-LS+TP+TF 80.0 81.8 75.2 71.7 74.8 64.1 69.6 71.4 55.8 55.9 51.3 41 32

Stochastic-LS+TP+TF 83.1 85.0 78.8 74.6 78.0 67.0 72.4 74.3 57.0 57.1 53.6 41 32
D-ViTMDETR-LS 87.6 89.4 83.2 78.3 82.6 72.8 77.7 78.0 62.4 62.0 57.5 34 42

D-ViTMDETR-TP+TF 87.6 89.3 83.5 78.0 82.8 72.6 77.7 78.2 62.4 62.0 57.5 32 45
D-ViTMDETR-LS+TP+TF 87.4 89.2 83.2 78.1 82.5 72.4 77.4 77.7 61.9 61.6 57.3 41 (↑ 50%) 32 (↓ 50%)

Table 2. Experiments on referring exprehension comprehension (REC) and Visual Question Answering (GQA) benchmarks on the large
model we built. Note that ViTMDETR contains 229M parameters whereas MDETR and GLIP contains 205M and 231M parameters. D-
ViTMDETR model is built on top of pre-trained ViTMDETR and only introduces ∼ 1M more parameters, resulting in 230M parameters.

RefCOCO RefCOCO+ RefCOCOg GQA PhraseCut

val testA testB val testA testB val testA Test-Dev Test-Std Test Run-time Eff. (fps) GFLOPs
MDETR [14] 83.9 85.4 79.7 75.0 79.5 69.4 74.6 74.9 58.8 58.6 54.5 40 14
ViTMDETR 84.1 85.7 80.0 75.2 79.8 69.8 74.6 74.8 58.8 58.9 54.7 40 14
Random-LS 81.8 82.4 77.1 71.9 77.8 67.0 72.5 72.6 55.8 56.1 49.0 48 11

Random-TP+TF 81.8 82.3 77.3 71.9 77.9 67.2 72.7 72.4 55.9 56.0 50.8 46 10
Random-LS+TP+TF 79.9 80.6 75.4 69.9 76.0 65.6 70.9 70.1 54.0 54.1 48.6 55 9

Stochastic-LS+TP+TF 80.9 81.7 76.1 70.5 76.9 66.4 71.4 70.9 54.8 55.0 48.9 55 9
D-ViTMDETR-LS 84.1 85.9 79.9 75.5 79.6 70.1 74.9 74.8 58.7 59.1 54.5 48 11

D-ViTMDETR-TP+TF 84.0 85.9 79.8 75.4 79.6 70.0 74.8 74.6 58.5 59.0 54.5 46 10
D-ViTMDETR-LS+TP+TF 83.8 85.7 79.6 75.2 79.5 69.9 74.7 74.4 58.3 58.8 54.2 55 (↑ 36%) 9 (↓ 36%)

Table 3. Experiments on referring exprehension comprehension (REC) and Visual Question Answering (GQA) benchmarks on the small
models. Note that ViTMDETR and MDETR contain 80M and 80M parameters. D-ViTMDETR model is built on top of pre-trained
ViTMDETR and only introduces ∼ 1M more parameters, resulting in 81M parameters.

components of our method: (1) dynamic token pruning and
fusion, (2) adaptive MSA and FFN layer skipping. With
dynamic token pruning (TP) and fusion (TF) only, we can
reduce the run-time complexity by ∼ 20%. With adaptive
layer skipping (LS), this number goes up to ∼ 30%.
Experiments on Small Model Next, we perform exper-
iments on our small image and language model, ViT-
MDETR. This model contains the DeiT-Small vision back-
bone with 22M parameters and CLIP [29] text backbone
with 40M parameters together with a multimodal network
with 18M parameters resulting in 80M parameters image
and language model. After pre-training this model, we learn
dynamic inference on the finetuning tasks as shown in Ta-
ble 3. As shown in the table, we can reduce the run-time
complexity of MDETR by ∼ 36% with no accuracy drop.
On the other other hand, in our ablation studies, with dy-
namic token pruning and fusion only, we can reduce the
run-time complexity by ∼ 15%. By adding dynamic layer
skipping, this number goes up to ∼ 36%.

5.2. Ablation Studies

Impact of Knowledge Distillation In our ablation studies,
we first perform experiments on the impact of knowledge
distillation for the optimization of our adaptive model. We
show the results in Table 4. As seen in the table, knowledge

distillation improves the accuracy of the dynamic model by
around ∼ 1%.
Impact of Pretraining the Decision Networks Next, we
perform experiments on the impact of pre-training the deci-
sion networks. We show the results in Table 5. As seen in
the table, pre-training the decision networks is important to
maintain the high accuracy of our dynamic model.
Impact of Window Size for Spatial Clustering In our ex-
periments, we set the window size to 64 × 64 and learn
single action for the vision tokens inside the window. We
perform experiments with different window sizes and show
the results in Table 6 and show that we get the best results
with 64× 64 windows.

5.3. Analyzing Learned Policies

Pruned Tokens Additionally, we visualize the pruned to-
kens by the decision network in Figure 4. As seen in the
figure, the number of tokens that are pruned goes down w.r.t
depth of the backbones. This makes sense since we have de-
creasing number of remaining tokens w.r.t. depth.
Fused Tokens In the next step, we visualize the fusion poli-
cies learned by the decision network. In particular, we are
interested in how many vision tokens are fused over the in-
creasing number of layers in the backbones. We show the
results in Figure 4. As we can see in the figure, the num-
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RefCOCO RefCOCO+ RefCOCOg GQA PhraseCut

val testA testB val testA testB val testA Test-Dev Test-Std Test
ViTMDETR 87.6 89.3 83.3 78.0 82.5 72.6 77.8 78.1 62.3 62.0 57.5

D-ViTMDETR (LS+TP+AF) 86.9 88.4 82.3 77.2 81.3 71.5 77.0 77.4 60.8 60.6 55.9
D-ViTMDETR (LS+TP+AF) + KD 87.4 89.2 83.2 78.1 82.5 72.4 77.4 77.7 61.9 61.6 57.3

Table 4. Ablation studies on the impact of knowledge distillation.

RefCOCO RefCOCO+ RefCOCOg GQA PhraseCut

val testA testB val testA testB val testA Test-Dev Test-Std Test
Without Pre-training 77.4 79.2 73.1 68.1 72.5 62.6 67.4 67.7 51.4 51.1 47.0

With Pre-training 84.9 86.7 80.6 75.6 80.0 69.1 74.9 75.2 58.9 58.6 54.5

Table 5. Ablation studies on the impact of pretraining the decision network.

Window Size RefCOCO RefCOCOg RefCOCO+

16x16 84.5 74.8 73.0
32x32 85.8 76.4 74.6
64x64 87.4 78.1 77.4

128x128 87.0 77.6 76.5

Table 6. Impact of window size on vision token clustering on the
val split of RefCOCO, RefCOCOg, and RefCOCO+.

ber of vision tokens that are fused with the text tokens goes
down w.r.t depth of the backbones. On the other hand, we
can see that on average we fuse ∼ 30% of vision tokens with
the language tokens across the processing in backbones.
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Figure 4. Probability of token pruning (Left) and fusion (Right)
over depth for the RefCOCO experiments.

Skipped MSA and FFN layers Next, we analyze the poli-
cies learned by the decision networks towards skipping
MSA and FFN layers in both vision and text backbone as
well as the multimodal network. We note that across the 12
encoders in the backbones, we learn decisions to potentially
skip 20 MSA and FFN layers and 12 MSA and FFN layers
in the multimodal network.

As seen in Figure 5, the skipping operations for MSA
and FFN layers are distributed in a way that later MSA and
FFN layers especially in the backbones are skipped with
higher probability. This is similar to skipping operations
with CNNs where shallow layers are more important than
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Figure 5. MSA and FFN layer skipping probability distribution in
vision backbone (Top Left), text backbone (Top Right), and mul-
timodal network (Bottom) that consists of 6 encoder and decoder
layers. We show the results from RefCOCO experiments.

deep layers as they provide critical low-level abstraction of
objects [34]. On the other hand, there is not a clear pattern
with the skipping operations in the multimodal network.

6. Conclusion
We propose a dynamic inference method for the vision

and language models. Our method includes learning adap-
tive policies to skip MSA and FFN layers across vision and
language backbones and multimodal network. Additionally,
it dynamically prunes tokens from different modalities and
fuse tokens at different stages of backbones. We then train
our model on downstream vision and language tasks. In our
experiments on REC, RES and VQA we show that we can
improve the run-time complexity of MDETR, and GLIP by
up to ∼ 50% with only maximum ∼ 0.3% accuracy drop.
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