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Abstract

In this paper, we show that a binary latent space can
be explored for compact yet expressive image representa-
tions. We model the bi-directional mappings between an
image and the corresponding latent binary representation
by training an auto-encoder with a Bernoulli encoding dis-
tribution. On the one hand, the binary latent space provides
a compact discrete image representation of which the distri-
bution can be modeled more efficiently than pixels or con-
tinuous latent representations. On the other hand, we now
represent each image patch as a binary vector instead of
an index of a learned cookbook as in discrete image repre-
sentations with vector quantization. In this way, we obtain
binary latent representations that allow for better image
quality and high-resolution image representations without
any multi-stage hierarchy in the latent space. In this binary
latent space, images can now be generated effectively us-
ing a binary latent diffusion model tailored specifically for
modeling the prior over the binary image representations.
We present both conditional and unconditional image gen-
eration experiments with multiple datasets, and show that
the proposed method performs comparably to state-of-the-
art methods while dramatically improving the sampling ef-
ficiency to as few as 16 steps without using any test-time
acceleration. The proposed framework can also be seam-
lessly scaled to 1024 ⇥ 1024 high-resolution image gener-
ation without resorting to latent hierarchy or multi-stage
refinements.

1. Introduction
The goal of modeling the image distribution that allows

the efficient generation of high-quality novel samples drives
the research of representation learning and generative mod-
els. Directly representing and generating images in the pixel
space stimulates various research such as generative adver-
sarial networks [2, 7, 18, 29], flow models [11, 34, 43, 47],
energy-based models [12, 13, 66, 71], and diffusion mod-
els [24, 41, 54, 55]. As the resolution grows, it becomes
increasingly difficult to accurately regress the pixel values.
And this challenge usually has to be addressed through hi-
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Figure 1. Examples of generated images with different resolutions
using the proposed method.

erarchical model architectures [29, 72] or at a notably high
cost [24]. Moreover, while demonstrating outstanding gen-
erated image quality, GAN models suffer from issues in-
cluding insufficient mode coverage [38] and training insta-
bility [21].

Representing and generating images in a learned latent
space [33, 42, 49] provides a promising alternative. Latent
diffusion [49] performs denoising in latent feature space
with a lower dimension than the pixel space, therefore re-
ducing the cost of each denoising step. However, regress-
ing the real-value latent representations remains complex
and demands hundreds of diffusion steps. Variational auto-
encoders (VAEs) [23,33,48] generate images without any it-
erative steps. However, the static prior of the latent space re-
stricts the expressiveness, and can lead to posterior collapse.
To achieve higher flexibility of the latent distribution with-
out significantly increasing the modeling complexity, VQ-
VAE [61] introduces a vector-quantized latent space, where
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each image is represented as a sequence of indexes, each of
which points to a vector in a learned codebook. The prior
over the vector-quantized representations is then modeled
by a trained sampler, which is usually parametrized as an
autoregressive model. The success of VQ-VAE stimulates a
series of works that model the discrete latent space of code-
book indexes with different models such as accelerated par-
allel autoregressive models [8] and multinomial diffusion
models [6, 20]. VQ-based generative models demonstrate
surprising image synthesis performance and model cover-
age that is better than the more sophisticated methods like
GANs without suffering from issues like training instability.
However, the hard restriction of using one codebook index
to represent each image patch introduces a trade-off on the
codebook size, as a large enough codebook to cover more
image patterns will introduce an over-complex multinomial
latent distribution for the sampler to model.

In this research, we explore a compact yet expressive
representation of images in a binary latent space, where
each image patch is now represented as a binary vector, and
the prior over the discrete binary latent codes is effectively
modeled by our improved binary diffusion model tailored
for Bernoulli distribution. Specifically, the bi-directional
mappings between images and the binary representations
are modeled by a feed-forward autoencoder with a binary
latent space. Given an image, the encoder now outputs the
normalized parameters of a sequence of independently dis-
tributed Bernoulli variables, from which a binary represen-
tation of this image is sampled, and fed into the decoder to
reconstruct the image. The discrete sampling in Bernoulli
distribution does not naturally permit gradient propagation.
We find that a simple straight-through gradient copy [4, 17]
is sufficient for high-quality image reconstruction while
maintaining high training efficiency.

With images compactly represented in the binary latent
space, we then introduce how to generate novel samples
by modeling the prior over binary latent codes of images.
To overcome the shortcomings of many existing generative
models such as being uni-directional [46, 61] and the non-
regrettable greedy sampling [6, 8], we introduce binary la-
tent diffusion that generates the binary representations of
novel samples by a sequence of denoising starting from a
random Bernoulli distribution. Performing diffusion in a
binary latent space, modeled as Bernoulli distribution, re-
duces the need for precisely regressing the target values as
in Gaussian-based diffusion processes [24, 49, 55], and per-
mits sampling at a higher efficiency. We then introduce how
to progressively reparametrize the prediction targets at each
denoising step as the residual between the inputs and the de-
sired samples, and train the proposed binary latent diffusion
models to predict such ‘flipping probability’ for improved
training and sampling stability.

We support our findings with both conditional and
unconditional image generation experiments on multiple
datasets. We show that our method can deliver remarkable
image generation quality and diversity with more compact

latent codes, larger image-to-latent resolution ratios, as well
as fewer sampling steps, and faster sampling speed. We
present some examples with different resolutions generated
by the proposed method in Figure 1.

We organize this paper as follows: Related works are
discussed in Section 2. In Section 3, we introduce binary
image representations by training an auto-encoder with a bi-
nary latent space. We then introduce in Section 4 binary la-
tent diffusion, a diffusion model for multi-variate Bernoulli
distribution, and techniques tailored specifically for improv-
ing the training and sampling of binary latent diffusion. We
present both quantitative and qualitative experimental re-
sults in Section 5 and conclude the paper in Section 6.

2. Related Work
Diffusion models and image generation. Diffusion
models [54] are proposed as a flexible way of modeling
complex data distribution using tractable families of proba-
bility distributions. Denoising diffusion probabilistic mod-
els (DDPM) [24] build a reparameterization of the learn-
ing objective that connects diffusion probabilistic models
and denoising score matching [56]. Gaussian diffusion
models scale up the resolution and achieve image genera-
tion with quality comparable with strong generative fami-
lies such as GANs [7, 31, 39], score-based models [56–58],
and energy-based models [14, 19], without suffering from
issues like mode collapse and training instability. Fur-
ther improvements have been proposed to encourage higher
log-likelihoods [41], reduce computational demands [49],
and extend diffusion models to broader applications includ-
ing text-to-image generation [44, 50], planning [28], super-
resolution [51], temporal data modeling [1, 35, 60], and ad-
versarial robustness [5, 63]. Particularly, diffusion mod-
els with discrete states are advocated in [3] for text gen-
eration. A series of structured transition matrices are in-
troduced in [3], among which diffusion with an absorbing
state is further extended to image generation with VQ codes
in [6]. [37] introduces a novel score function that general-
izes score-based models to discrete representations.
Discrete representations. Modern deep neural networks
trained with back-propagation and gradient descent preva-
lently advocate continuous features across all layers. How-
ever, discrete representations still demonstrate their unique
advantages and applications. [4] discusses several ap-
proaches to estimating the gradient through stochastic neu-
rons. Among the four approaches introduced in [4], the
practically simplest one with heuristic gradient copies is
further adopted in learning fully discrete vector-quantized
auto-encoders [61], which builds the foundations for many
follow-up methods [6, 8, 16, 46]. [9] proposes rehearing
training samples for continual learning in a binary latent
space. [17] introduces a binary latent space by a hard thresh-
old instead of sampling in our methods. And the sampling
with random hyperplane rounding in [49] can hardly be
scaled to a higher resolution.
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Figure 2. Illustration of the proposed binary auto-encoder. The gradient flow estimated with a straight-through surrogate function is denoted
as the dashed line.

3. Binary Image Representations
Given an image dataset, we begin with learning the bi-

directional mappings between images and their binary rep-
resentations. This is achieved by training an auto-encoder
with a binary latent space, where the binary code of each
image is obtained as a sample of a sequence of indepen-
dently distributed Bernoulli variables inferred from the im-
age. Specifically, denoting an image as x 2 Rh⇥w⇥3, we
train an image encoder that outputs the unnormalized pa-
rameters for the corresponding Bernoulli distribution (x).
A Sigmoid non-linearity � is then adopted to normalize the
parameters y 2 Rh

k⇥w
k ⇥c = �( (x)), where h and w de-

note the spatial resolution of the image, k is the downsam-
pling factor of the encoder  , and c is the number of en-
coded feature channels.

To obtain the binary representations of images, we per-
form Bernoulli sampling given the normalized parameters
z = Bernoulli(y). Note that the Bernoulli sampling op-
eration here does not naturally permit gradient propaga-
tion through it, and prevents the end-to-end training of the
encoder-decoder architecture. In practice, we consistently
observe that a straight-through gradient estimation by direct
copying the gradients and skipping the non-differentiable
sampling in backpropagation as in [27] can maintain both
stable training and superior performance. The straight-
through gradient estimation can be easily implemented by a
surrogate function as:

z̃ = ↵(z) + y �↵(y), (1)

where ↵(·) denotes the stop gradient operation. z̃, which
is binary and identical to z, will be sent to the following
decoder network � for image reconstruction. The gradient
propagated back from the decoder � to z̃ is directly sent
to y, which is differentiable w.r.t. the encoder  and per-
mits the end-to-end training of the entire auto-encoder with
a discrete binary latent space.

The reconstruction of the image is obtained using a de-
coder network � as x̂ = �(z̃). The overall framework of
the binary autoencoder is visualized in Figure 2. With the
gradient surrogate function ensuring the end-to-end gradi-
ent propagation, the network is trained by minimizing the

final objective

L =

||C||X

i

!iC[i](x̂, x), (2)

where C denotes a collection of loss functions such as mean
squared error, perception loss, and adversarial loss. And !i

denotes the weights that balance each loss term.

4. Bernoulli Diffusion Process
Given an image dataset and the corresponding binary la-

tent representations of each image, we then discuss how to
effectively model the prior over the binary latent codes with
a parametrized model p✓(z), from which novel samples of
the binary latent codes can be efficiently sampled. To do
so, we introduce binary latent diffusion, a diffusion model
tailored specifically for Bernoulli distribution accompanied
by improvement techniques that promote stable and effec-
tive training and sampling.

A diffusion model is usually established by first defining
a T -step diffusion process consisting of a sequence of varia-
tion distributions q(zt|zt�1), with t 2 {1, . . . T}. Each vari-
ation distribution in q(zt|zt�1) is defined to progressively
add noise to zt�1, so that with sufficient steps T and a valid
noise scheduler defining q(zt|zt�1), the final state q(zT |z0)
converges to a known random distribution that is easy to
evaluate and sample from, and conveys almost no valid in-
formation of z0. Specifically, in our case, we are interested

!! !"Diffusion
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Figure 3. Illustration of the binary latent diffusion and denoising
processes. A binary representation is progressively diffused to-
wards a random Bernoulli distribution with 0.5 everywhere.
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in modeling the prior distribution of the binary latent code
of images. Therefore, we define the starting point of the dif-
fusion process with our latent code distribution z ⇠ q(z0),
where q(z0) is a Bernoulli distribution as the prior of latent
codes. And the full diffusion process q can be defined as

q(z1:T ) :=
TY

t=1

q(zt|zt�1), with (3)

q(zt|zt�1) = B(zt; zt�1(1� �t) + 0.5�t), (4)

where B denotes a Bernoulli distribution and �t defines the
noise scale at each step t. With sufficient steps T , and �t at
adequate scales, the forward diffusion process will converge
to B(zT ; 0.5), which is a random Bernoulli distribution that
is easy to sample from. Figure 3 illustrates an example of
the binary latent diffusion process.

Given an arbitrary time step t and a sample z0, the pos-
terior distribution can be easily obtained as

q(zt|z0, zT ) = B(zt; ktz0 + bt), with

kt =
tY

i=1

(1� �i),

bt = (1� �t)bt�1 + 0.5�t, and b1 = 0.5�1,

(5)

where kt and bt here jointly define the accumulated noise
scale till time step t. The Markov chain and the analytic
form of the posterior in (5) permit stochastic sampling in
each training batch.

The noise schedulers of the proposed binary latent dif-
fusion process can be constructed by either simply defining
the noise scale �t at each step, or directly defining the ac-
cumulated noise factors kt and bt. Note that even with kt

and bt directly defined, the corresponding �t can still be ob-
tained as �t = 1� kt

kt�1 . We present in Appendix Section A
discussions on different choices of noise schedulers.

With the forward diffusion process properly defined. the
goal now is to train a function f✓ with ẑt�1 = f✓(zt, t) to
model the reverse diffusion (denoising) process

p✓(zt�1|zt) = B(zt�1; f✓(zt, t)), (6)

which allows sampling to be performed by reversing a sam-
ple from q(zT ) to a sample in q✓(z0). The diffusion process
q and the denoising process p jointly define a variational
auto-encoder [33], with the variational lower bound:

Lvlb := L0 +
T�1X

t=1

Lt + LT

:= � log p✓(z0|z1)

+
T�1X

t=1

KL(q(zt�1|zt, z0)||p✓(zt�1|zt))

+ KL(q(zT |z0)||p(zT )).

(7)

Note that in this paper we focus on the diffusion process
with fixed predefined noise scheduler �t, therefore the third

term on the RHS of (7) does not depend on ✓ and is always
nearly 0. All the KL divergence and likelihood terms in
(7) can be analytically calculated in a closed form as all
distributions involved are Bernoulli.

4.1. Binary Latent Diffusion Reparameterization
To learn the reverse diffusion process, a straightforward

way is to train a neural network f✓ using (7) to model
p✓(zt�1|zt). According to (5), each zt can be considered
as a linear interpolation between z0 and zT , whose parame-
ters can take arbitrary numbers between 0 and 1 depending
on the noise scheduler. Therefore, directly training f✓ to
model p✓(zt�1|zt) can be challenging as the model needs
to accurately regress such sophisticated interpolations.
Predicting z0. Inspired by [20], we first introduce a repa-
rameterization to the prediction target as p✓(z0|zt) and train
the model f✓ to directly predict z0 as ẑ0 = f✓(zt, t) at each
step. During sampling, at each step, with p✓(z0|zt) pre-
dicted, we can recover the corresponding p✓(zt�1|zt) by:

p✓(zt�1|zt) =q(zt�1|zt, z0 = 0)p✓(z0 = 0|zt)
+ q(zt�1|zt, z0 = 1)p✓(z0 = 1|zt),

(8)

with
q(zt�1|zt, z0) = q(zt|zt�1, z0)q(zt�1|z0)

q(zt|z0) . (9)

Specifically, with a binary code zt and the noise scheduler
defined in (5), we have

p✓(zt�1|zt)

= B
�
zt�1| [(1� �t)zt + 0.5�t]� [ktf✓(zt, t) + 0.5bt]

Z

�
,

(10)
where

Z = [(1� �t)zt + 0.5�t]� [ktf✓(zt, t) + 0.5bt]

+ [(1� �t)(1� zt) + 0.5�t]� [kt(1� f✓(zt, t)) + 0.5bt]
(11)

is a normalization term that guarantees valid probabilities
in (10), and � denotes element-wise product. With the
introduced reparameterization, the prediction targets at all
time steps become z0, which is strictly binary, and eases the
training according to our observations.
Predicting the residual. A reparameterization to the pre-
diction target as the residual is introduced in [24], which
bridges the connections between diffusion and denoising
score matching [56] and improves the sampling results. In
the proposed binary latent diffusion, the decreasing noise
scales result in zt getting closer to z0 as t decreases. Thus,
the sampling in the binary latent space naturally favors
fewer flipping to the binary codes as t gets closer to t = 0.
To better capture this sparsity in predictions and stabilize
the sampling to prevent divergence, we show that, while
predicting the residual is considered non-trivial for discrete-
state diffusion models [26], the prediction targets can be fur-
ther reparametrized as the residual between z0 and zt in our
binary latent diffusion. Specifically, we train f✓(zt, t) to fit
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Figure 4. Temperature values directly decide the diversity of the
sampled images. High temperatures improve coverage and reveal
rare patterns such as reflections. But overly high temperatures can
result in sampling procedures failing to converge and produce ar-
tifacts. Demonstrative results are obtained on the 1024 ⇥ 1024
CelebA-HQ experiment with temperature values from 0.2 to 1.2.

zt � z0, where � denotes the element-wise logic XOR op-
eration. The model f✓ is now trained to predict the ‘flipping
probability’ of the binary code. And the prediction targets
remain strictly binary.
Final training objective. The final simplified training ob-
jective can be formulated as:

Lresidual = Et,z0BCE(f✓(zt, t), zt � z0), (12)

where BCE(·, ·) denotes the binary cross-entropy loss. In
practice, following [41], we find it beneficial to set the final
learning objective as a combination of Lresidual and Lvlb as

L = Lresidual + �Lvlb, (13)

with � is a small number.
Sampling temperatures. In practice, the prediction
of the residual f✓(zt, t) is implemented as f✓(zt, t) =
�(T✓(zt, t)), where T✓ is a plain transformer that outputs the
unnormalized flipping probability, which is then normalized
by a Sigmoid function �. During sampling, we can manu-
ally adjust the sampling diversity by inserting a temperature
⌧ which turns the prediction to f✓(zt, t) = �(T✓(zt, t)/⌧).
Note that ⌧ is only used to adjust the diversity during post-
training sampling, and is not included as a hyperparameter
in training. Examples of how ⌧ affects the sample diversity
are shown in Figure 4.

4.2. Comparisons with Existing Methods
In this section, we briefly discuss the advantages of

adopting the proposed binary representations over other al-
ternatives of latent space image representations. As visu-
alized in Figure 5, vector-quantized latent space [16, 61]
represents each image patch as a discrete index, or equiva-
lently, a one-hot vector. The one-hot vector then multiplies
with the learned codebook to obtain the feature representa-
tion of an image patch. Image representations in continu-
ous latent space [49] can be interpreted in a similar way by
simply treating the first weight matrix in the decoder net-
work as the learned codebook. The real-value latent code
of an image patch performs arbitrary linear combinations

Figure 5. Interpreting different latent representations from a code-
book view. Vector-quantized (top) methods perform one-hot se-
lections of codes. Latent diffusion composes codes with arbitrary
linear combinations. Our method also permits the composition of
codes but restricts the composition to be binary for improved effi-
ciency.

of vectors in the codebook and is able to cover diverse fea-
ture space even with a low-dimensional code for higher ef-
ficiency. Our method with binary representation strives for
a balance between these two methods by restricting the vec-
tors composing the codebook to be binary. On the one hand,
the binary composition of a codebook offers a much more
diverse and flexible composition of features compared to
the vector-quantized representations. For example, a com-
pact 32-bit binary vector can represent over 4,000 million
patterns, which is much larger than the 1,024 patterns com-
monly used in vector-quantized representations [6, 8, 33].
As we will further show empirically in Section 5, this im-
proved coverage of patterns allows for higher expressive-
ness and enables high-resolution image generation that can
hardly be accomplished by VQ representations at high qual-
ity. On the other hand, the binary restriction guarantees that
the representations remain compact. As we will show in
Section 5.3, our 8k-bit binary representations perform com-
parably with a latent diffusion model [49] with 131k-bit rep-
resentations.

5. Experiments
In this section, we present both unconditional and condi-

tional image generation experiments with multiple datasets.
Following common practice [6, 8], we train a plain trans-
former network [62] to parametrize the sampler T✓. We use
a temperature of ⌧ = 0.9 as the default setting for sampling,
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and � = 0.1 in all the experiments, if not otherwise speci-
fied. For the number of channels in the binary latent space,
we use c = 32 for 256 ⇥ 256 unconditional image gener-
ation, c = 64 for class-conditional image generation, and
1024 ⇥ 1024 high-resolution unconditional image genera-
tion. Additional details regarding the implementation and
evaluation metrics can be found in Appendix Section B.

5.1. Unconditional Image Generation
In this section, we present results and comparisons on

unconditional image generation experiments with multiple
datasets including LSUN Bedrooms and Churches [68],
FFHQ [30], and CelebA-HQ [29]. To allow for fair com-
parisons, we first present 256 ⇥ 256 image generation. We
apply our method on a 16 ⇥ 16 ⇥ 32 latent space, which
corresponds to the same 16⇥ downsampling of the spatial
resolution as in methods like [6, 8]. Note that as we fur-
ther show in Section 5.3, the improved expressiveness of
our binary representation compared to the vector-quantized
representation allows our method to perform well with a
larger downsampling ratio such as 32⇥. Each image patch
is now represented with a 32-bit binary vector, and an image
is represented as an 8k-bit tensor, which is more compact
compared to the 131k-bit representations in Latent Diffu-
sion models [49].

For comprehensive evaluations and comparisons, we
adopt Fréchet Inception Distance (FID) and precision-recall
[36] as the evaluation metrics. We present comparisons
against various state-of-the-art methods in Table 1. We con-
duct comparisons by generating 50,000 samples and com-
paring them with the corresponding training dataset in every
experiment. Quantitative comparisons against state-of-the-
art methods are presented in Table 1. Despite using much
fewer denoising steps compared to latent diffusion models
(LDM) [49] and absorbing diffusion models [6], our binary
latent diffusion models achieve comparable image genera-
tion quality with desirable diversity. Note that our results
are obtained without any test-time accelerations or skipping
denoising steps. While LDM [49] results are reported with
accelerated 200 DDIM [55] steps at test time, our method
still demonstrates significantly higher sampling efficiency
as we will show in Section 5.3. We present further qualita-
tive results in Appendix Section D.1.
High-resolution image generation in one shot. Compared
to vector-quantization based methods, the proposed binary
latent space allows each image patch to be represented as
a composition of features, and therefore potentially permits
latent space image generation with a large downsampling
(image-to-latent resolution) ratio. And the larger resolu-
tion ratio permits image generation with larger image res-
olution without increasing the difficulty of modeling the la-
tent prior. To show this, we directly present high-resolution
image generation experiments with FFHQ and CelebA-HQ
by increasing the target image resolution to 1024 ⇥ 1024.
Generating such high-resolution images in a discrete latent
space used to be handled by a multi-stage hierarchy of the

Table 1. Quantitative comparisons on unconditional image genera-
tion with LSUN Bedrooms, LSUN Churches, FFHQ, and CelebA-
HQ. We also provide comparisons on the number of denoising
steps in training. All results are obtained with a resolution of
256⇥ 256.

Methods Steps Bedrooms Churches
FID # P " R " FID # P " R "

DCT [40] - 6.40 0.44. 0.56 7.56 0.60 0.48
ImageBART [15] 5.51 - - 7.32 - -

VQGAN [16] 256 6.35 0.61 0.33 7.81 0.67 0.29
DDPM [24] 1,000 6.36 - - 7.89 - -

PGGAN [29] - 8.34 0.43 0.40 6.42 0.61 0.38
StyleGAN [30, 31] - 2.35 0.55 0.48 3.86 0.60 0.43

Absorbing [6] 256 3.64 0.67 0.38 4.07 0.71 0.45
LDM [49] 1,000 2.95 0.66 0.48 4.02 0.64 0.52

Ours 16 4.32 0.62 0.44 4.96 0.66 0.48
Ours 64 3.85 0.65 0.44 4.36 0.68 0.50

Methods Steps FFHQ CelebA-HQ
FID # P " R " FID # P " R "

VQGAN 400 - - - 10.2 - -
StyleGAN [30] - 4.16 0.71 0.46 - - -

UDM [32] 1,000 5.52 - - 7.16 - -
Absorbing [6] 256 6.11 0.73 0.48 - - -

LDM [49] 1,000 4.98 0.73 0.50 5.11 0.72 0.49
Ours 16 6.48 0.71 0.45 7.80 0.67 0.44
Ours 64 5.85 0.73 0.50 6.24 0.71 0.48

latent representations [46, 67, 69]. We show that in our
method, high-resolution image generation can be directly
achieved by a single latent space without significantly scal-
ing up the size of the latent space. Modeling the discrete
latent space of such high-resolution images was previously
handled by sophisticated designs, such as a three-layer hi-
erarchy with 32⇥ 32, 64⇥ 64, and 128⇥ 128 latent space
as in [46], which leads to over 5,000 sampling steps. In our
method, we adopt a single latent space with a resolution of
32⇥32. Note that this setting gives a higher 32⇥ downsam-
pling ratio since the commonly used 16⇥ downsampling
ratio will lead to a 64 ⇥ 64 latent resolution that is unaf-
fordable for the plain transformer architecture we adopt. As
we will further discuss and compare in Section 5.3, we con-
sistently notice little compromise in the image quality with
such a higher downsampling ratio. We present quantitative
comparisons in Table 3 and qualitative results in Appendix
Section D.2. To the best of our knowledge, our binary la-
tent diffusion is the first diffusion model that generates such
high-resolution image in one-shot, i.e., without any latent
hierarchy [46] or multi-stage upsampling [44].

5.2. Conditional Image Generation
We adopt the ImageNet-1K dataset for image genera-

tion with class labels as conditions. In addition to FID
and precision-recall, we follow the common practice and
include the inception score (IS) [52] and the classification
accuracy score (CAS) [45] with ResNet-50 [22] as the eval-
uation metrics. Following the same settings as in the un-
conditional image generation experiments, we generate im-
ages at a resolution of 256 ⇥ 256, with a latent space of
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Table 2. Quantitative comparisons on 256 ⇥ 256 class-conditional image generation. We report
both the top-1 and top-5 accuracy of CAS. Using the official training set obtains Top-1 and Top-5
accuracy of 76.6% and 93.1%, respectively.

Methods Params Step FID # IS " P " R " Top-1 " Top-5 "
DCT [40] 738M >1024 36.51 - 0.36 0.67 - -

BigGAN-deep [7] 160M 1 6.95 198.2 0.87 0.28 43.99 67.89
Improved DDPM [41] 280M 250 12.26 - 0.70 0.62 - -

ADM [10] 554M 250 10.94 101.0 0.69 0.63 - -
VQVAE2 [46] 13.5B 5120 31.11 ⇠ 45 0.36 0.57 54.83 77.59
VQGAN [16] 1.4B 256 15.78 78.3 - - - -
MaskGIT [8] 227M 8 6.18 182.1 0.80 0.51 63.14 84.45

LDM [49] 400M 250 10.56 103.49 0.71 0.62 - -
Ours 172M 64 8.21 162.32 0.72 0.64 65.07 85.60

Figure 6. Class-conditional image
generation with classes: 51, 264,
387, 724, 973.

Table 3. FID comparisons on 1024⇥ 1024 high-resolution image
generation with FFHQ and CelebA-HQ. † indicates the results we
obtain based on their official implementations.

Methods Steps FFHQ # CelebA-HQ #
StyleSwin [70] - 5.07 4.43

StyleGAN-XL [53] - 2.02 -
Diffusion StyleGAN2 [65] <1,000 2.83 -

LDM† [49] 1,000 10.09 8.68
Absorbing† [6] 1,024 14.12 13.82

Ours 64 6.75 6.12
Ours 256 6.35 6.03

16⇥ 16⇥ 64. We present quantitative comparisons against
state-of-the-art methods in Table 2. We adopt classifier-free
guidance [25] as explained in Appendix Section C with a
small guidance scale of ! = 2.0. Our results demonstrate
comparable image quality to state-of-the-art image genera-
tion methods and appealing sample diversity. The effective-
ness is validated by the improved CAS scores. We present
qualitative results in Figure 6 and Appendix Section D.3.

5.3. Discussions
Image Reconstruction. In this section, we present com-
parisons of the image reconstruction quality with different
ways of formulating the latent space. To assess the re-
construction quality, we use the peak signal-to-noise ratio
(PSNR) and the structural similarity index measure (SSIM)
[64] as the metrics to measure the reconstruction quality.
We measure the performance on the validation set of the
LSUN bedrooms dataset at a resolution of 256 ⇥ 256, and
present the results in Table 4. Compared to VQ-based rep-
resentation, our method permits better image reconstruction
quality with a compact 32-bit binary representation for each
image patch. The advantage is further amplified when a
more compact spatial size (8 ⇥ 8), which corresponds to a
32⇥ downsampling ratio is adopted. The higher downsam-
pling ratio allows our method to generate high-resolution
images in a one-shot fashion as reported in Section 5.1.

Table 4. Image reconstruction quality with different formats of
latent code. The sizes are formulated as height ⇥ width ⇥ code
(or codebook) size.

Methods Size PSNR " SSIM "
VQ [61] 16x16x1024 20.08 ± 1.84 0.62 ± 0.09

Real value [49] 16x16x16 24.08 ± 4.22 0.70 ± 0.12
Binary (Ours) 16x16x32 24.02 ± 2.11 0.75 ± 0.06

VQ [61] 8x8x2048 17.20 ± 1.45 0.53 ± 0.09
Real value [49] 8x8x64 22.74 ± 1.87 0.62 ± 0.15
Binary (Ours) 8x8x128 22.82 ± 1.84 0.64 ± 0.07

Table 5. FID results with alternative samplers for the modeling of
the prior over the Bernoulli latent distribution.

Samplers Steps Churches # FFHQ #
Autoregressive 256 7.25 8.23

Absorbing diffusion 256 5.44 7.64
Binary Diffusion (Ours) 64 4.36 5.85

Alternative samplers. To show the advantages of using the
binary latent diffusion for the modeling of the prior over the
Bernoulli latent distribution, we present in Table 5 quanti-
tative results with the samplers parametrized by alternative
architectures including autoregressive models as in [61] and
absorbing diffusion [6]. We report FID results on 256⇥256
unconditional image generation with LSUN Churches and
FFHQ. The proposed binary latent diffusion model tailored
for the Bernoulli distribution achieves the best results on
modeling the prior over the binary latent image represen-
tations. Compared to autoregressive models and absorb-
ing diffusion models which perform greedy sampling, our
method allows the prediction at previous denoising steps to
be modified and improved in later steps, and prevents error
accumulation across steps.
Efficiency. One of the major advantages of the proposed ef-
ficient image generation with binary latent diffusion is that
good results can be achieved with fewer steps of denois-

22582



Table 6. Comparisons on image generation speed with seconds
per sample (s/sample). All results are obtained by averaging 1,000
times sampling with a batch size of 1. 64s and 16s denote 64 and
16 denoising steps, respectively.

Methods StyleGAN-2 Absorbing LDM DDPM Ours 64s Ours 16s

s/sample 0.04 3.40 15.68 63.85 0.82 0.20

Figure 7. FID with different denoising steps on the 256 ⇥ 256
LSUN churches experiment. For fair comparisons, we use ⌧ = 1.0
in all experiments.

ing, which results in a faster sampling speed in practice.
We compare sampling speed against SyleGAN-2 [31], ab-
sorbing diffusion [6], latent diffusion [49], and DDPM [24]
in Table 6. Our method demonstrates clear advantages in
image sampling speed compared to other diffusion-based
methods, and further closes the gap between the speed
of GANs and diffusion models. We further present com-
parisons on the generation results with different denoising
steps against absorbing diffusion models [6] in Figure 7.
Our method demonstrates noticeably higher robustness to
the number of steps, and fair results can be obtained with
as few as 8 denoising steps. Meanwhile, we consistently
observe that it is extremely hard to train Gaussian-based
diffusion models such as latent diffusion models [49] and
DDPM [24] to perform reasonably with fewer than 100 de-
noising steps in training.
Ablation studies. We present in Table 7 quantitative results
that validate the values of � in (13) and the prediction tar-
gets of our binary latent diffusion. We consistently observe
that the value of � correlates noticeably with the sample di-
versity, while a very large value of �, such as � = 1.0, fre-
quently causes sampling divergence, which results in sam-
ples that appear as random compositions of multiple im-
ages, and thus degrades the quality. Setting the prediction
targets as zt�1 corresponds to using only Lvlb as the super-
vision. While different parameterizations to the prediction
targets achieve similar sample diversity, the proposed repa-
rameterization of the targets with the flipping probability
zt � z0 achieves the best overall performance as it notice-
ably reduces the samples with strong artifacts caused by po-
tentially diverged sampling according to our observations.
Image inpainting. Compared to the autoregressive-based
samplers, one of the clear advantages of diffusion models is
that the iterative sampling process in diffusion models does
not assume any specific generation order of the spatial posi-
tions. This means that after training the generative models,

Table 7. Performance (FID / Recall) with different values of � and
prediction targets. All results are obtained on the LSUN Churches
experiments.

� values � = 0 � = 0.01 � = 0.1 � = 1.0
FID / R 5.07 / 0.42 4.68 / 0.46 4.36 / 0.50 5.12 / 0.48

Targets zt�1 z0 zt � z0 -FID / R 5.09 / 0.48 4.72 / 0.50 4.36 / 0.50

Figure 8. Inpainting results. Given partial observations as condi-
tions, our learned model can generate diverse samples with strong
correspondence to the conditions. Diverse results can be obtained
even with strong conditions given (last row). Zoom in for details.

we can generate images with partial observations as condi-
tions. We present in Figure 8 examples of inpainting results
generated by our models. Additional inpainting results can
be found in Appendix Section D.4.

6. Conclusion
In this paper, we presented representing and generat-

ing images in a binary latent space. We learned binary
image representations by training an auto-encoder with a
multi-variate Bernoulli latent distribution and simple gradi-
ent copying to bypass the non-differential Bernoulli sam-
pling operation. Compared to the real-value image repre-
sentations in either the pixel or latent space, we showed that
binary representation allows for a compact representation
with the corresponding distribution that can be effectively
modeled by a binary latent diffusion model. Compared to
vector-quantized discrete representation, the binary repre-
sentation in our work enables a higher expressiveness that
permits high-resolution images to be generated without any
multi-stage latent hierarchy. We examined our idea on mul-
tiple datasets with both conditional and unconditional im-
age generation experiments. The comparable results to the
recent state-of-the-art methods validated the effectiveness
of the proposed method of representing and generating im-
ages in a binary latent space.
Social impacts. As a framework for representing and gen-
erating images, the proposed binary latent diffusion model
shares with other generative models the risk of malicious
uses such as deepfake. And the generated sample may ex-
hibit bias residing in the training datasets.
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