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Abstract

Binary Neural Network (BNN) represents convolution weights with 1-bit values, which enhances the efficiency of storage and computation. This paper is motivated by a previously revealed phenomenon that the binary kernels in successful BNNs are nearly power-law distributed: their values are mostly clustered into a small number of codewords. This phenomenon encourages us to compact typical BNNs and obtain further close performance through learning non-repetitive kernels within a binary kernel subspace. Specifically, we regard the binarization process as kernel grouping in terms of a binary codebook, and our task lies in learning to select a smaller subset of codewords from the full codebook. We then leverage the Gumbel-Sinkhorn technique to approximate the codeword selection process, and develop the Permutation Straight-Through Estimator (PSTE) that is able to not only optimize the selection process end-to-end but also maintain the non-repetitive occupancy of selected codewords. Experiments verify that our method reduces both the model size and bit-wise computational costs, and achieves accuracy improvements compared with state-of-the-art BNNs under comparable budgets.

1. Introduction

It is crucial to design compact Deep Neural Networks (DNNs) which allow the model deployment on resource-constrained embedded devices, since most powerful DNNs including ResNets [10] and DenseNets [13] are storage costly with deep and rich building blocks piled up. Plenty of approaches have been proposed to compress DNNs, among which network quantization [15, 43, 45] is able to reduce memory footprints as well as accelerate the inference speed by converting full-precision weights to discrete values. Binary Neural Networks (BNNs) [2, 14] belong to the family of network quantization but they further constrain the parameter representations to binary values (±1). In this way, the model is largely compressed. More importantly, floating-point additions and multiplications in conventional DNNs are less required and mostly reduced to bit-wise operations that are well supported by fast inference accelerators [32], particularly when activations are binarized as well. To some extent, this makes BNNs more computationally efficient than other compression techniques, e.g., network pruning [9, 11, 25] and switchable models [37, 41, 42].

Whilst a variety of methods are proposed to improve the performance of BNNs, seldom is there a focus on discussing how the learnt binary kernels are distributed in BNNs. A recent work SNN [38] demonstrates that, by choosing typical convolutional BNN models [27, 31, 32] well trained on ImageNet and displaying the distribution of the $3 \times 3$ kernels along all possible $2^{3 \times 3}$ binary values (a.k.a. codewords), these kernels nearly obey the power-law distribution: only a small portion of codewords are activated for the most time. Such a phenomenon is re-illustrated in Figure 1(b). This observation motivates SNN to restrict the size of the codebook by removing those hardly-selected codewords. As a result, SNN is able to compact BNN further since indexing the kernels with a smaller size of codebook results in a compression ratio of $\log_2(n)/\log_2(N)$, where $n$ and $N$ are separately the sizes of the compact and full codebooks.

However, given that the size of codebook is limited (only 512), the sub-codebook degenerates during training since codewords are likely to become repetitive. Therefore, we believe the clustering property of kernels can be further exploited during the training of BNNs. To do so, we reformulate the binary quantization process as a grouping task that selects, for each kernel, the nearest codeword from a binary sub-codebook which is obtained by selecting optimal codewords from the full one. To pursue an optimal solution and retain the non-repetitive occupancy of the selected codewords, we first convert the sub-codebook selection problem to a permutation learning task. However, learning the permutation matrix is non-differential since the permutation matrix is valued with only 0/1 entries. Inspired by the idea in [29], we introduce the Gumbel-Sinkhorn op-
operation to generate a continuous and differential approximation of the permutation matrix. During training, we further develop Permutation Straight-Through Estimator (PSTE), a novel method that tunes the approximated permutation matrix end-to-end while maintaining the binary property of the selected codewords. The details are provided in § 3.2 and § 3.3. We further provide the complexity analysis in § 3.4.

Extensive results on image classification and object detection demonstrate that our architecture noticeably reduces the model size as well as the computational burden. For example, by representing ResNet-18 with 0.56-bit per weight on ImageNet, our method brings in \(214 \times 9\) saving of bit-wise operations, and \(58 \times 9\) reduction of the model size. Though state-of-the-art BNNs have achieved remarkable compression efficiency, we believe that further compacting BNNs is still beneficial, by which we can adopt deeper, wider, and thus more expressive architectures without exceeding the complexity budget than BNNs. For example, our 0.56-bit ResNet-34 obtains 1.7% higher top-1 accuracy than the state-of-the-art BNN on ResNet-18, while its computational costs are lower and the storage costs are almost the same.

Existing methods \([20, 21]\) (apart from SNN \([38]\)) that also attempt to obtain more compact models than BNNs are quite different with ours as will be described in § 2. One of the crucial points is that their codewords are sub-vectors from (flattened) convolution weights across multiple channels, whereas our each codeword corresponds to a complete kernel that maintains the spatial dimensions (weight and height) of a single channel. The reason why we formulate the codebook in this way stems from the observation in Figure 1(b), where the kernels are sparsely clustered. Differently, as shown in Figure 1(a), the codewords are nearly uniformly activated if the codebook is constructed from flattened sub-vectors, which could because the patterns of the input are spatially selective but channel-wise uniformly distributed. It is hence potential that our method may recover better expressivity of BNNs by following this natural characteristic. In addition, we optimize the codewords via non-repetitive selection from a fixed codebook, which rigorously ensures the dissimilarity between every two codewords and thus enables more capacity than the product quantization method used in \([20]\), as compared in Figure 1(c)(d). On ImageNet with the same backbone, our method exceeds \([20]\) and \([21]\) by 6.6% and 4.5% top-1 accuracies, respectively.

2. Related Work

BNNs. Network quantization methods \([6, 15, 43, 45]\) convert network weights to low-bit values and are appealing for resource-limited devices given the superiority in efficiency. As an extreme solution of quantization, BNNs \([2, 14, 22, 36]\) represent weights and activations with 1-bit (±1) values, bringing \(32 \times 9\) storage compression ratio and \(58 \times 9\) practical computational reduction on CPU as reported by \([32]\). BNNs usually adopt a non-differentiable sign function during the forward pass and the Straight-Through Estimator (STE) \([2]\) for gradient back-propagation. Many attempts are proposed to narrow the performance gap between BNNs and their real-valued counterparts. XNOR-Net \([32]\) adopts floating-point parameters as scaling factors to reduce the quantization error. Bi-Real \([26]\) proposes to add ResNet-like shortcuts to reduce the information loss during binarization. ABC-Net \([24]\) linearly combines multiple binary weight bases to further approximate full-precision weights. ReActNet \([27]\) generalizes activation functions to capture the distribution reshape and shift. New architectures for BNNs can be searched \([33]\) or designed \([3]\) to further improve the trade-off between performance and efficiency.

Compacting BNNs. Our work focuses on an orthogonal venue and investigates how to compact BNNs further. Previously, SNN \([38]\) reveals that binary kernels learnt at convolutional layers of a BNN model are likely to be distributed.
over kernel subsets. Based on this, SNN randomly samples layer-specific binary kernel subsets and refines them during training. However, the optimization of SNN is easy to attain repetitive binary kernels, i.e., degenerated subsets, leading to a noticeable performance drop compared with conventional BNN. Another method sharing a similar motivation with us is the fractional quantization (FlexOR) [21], which encrypts the sub-vectors of flattened weights to low-dimensional binary codes. Yet, FlexOR cannot track which weights share the same encrypted code, and thus it is needed to decrypt the compressed model back to the full BNN for inference. In our method, the reconstruction of the corresponding BNN is unnecessary, since the computation can be realized in the space of codewords, leading to further reduction of bit-wise computations as detailed in § 3.4. Another research close to our paper is SLBF [20] that applies the idea of stacking low-dimensional filters [40] and the product quantization [7, 17, 35] to BNNs. Similar to [21], this method splits the (flattened) weights into sub-vectors as codewords along the channel direction. As already demonstrated in § 1, our method leverages kernel-wise codebook optimization, yielding much lower quantization errors than [20, 21].

3. Sparse Kernel Selection

In this section, we introduce how to compact and accelerate BNN further by Sparse Kernel Selection, abbreviated as Sparks. Towards this goal, we first formulate the quantization process as grouping convolution kernels into a certain binary codebook. We then show that a more compact sub-codebook can be learnt end-to-end via Gumbel-Sinkhorn ranking. To enable the optimization of the ranking while keeping the binary property, we further propose the Permutation Straight-Through Estimator (PSTE) technique with the convergence analysis. Finally, we contrast the complexity of the model with BNN, and demonstrate that our method is able to not only compress BNN further but also accelerate the speed of BNN during inference.

3.1. Binarization below 1-Bit

Generally, the quantization can be rewritten as an optimization problem \( \hat{w} = \arg\min_{u \in \mathbb{B}} \|u - w\|_2 \) that grouping each kernel \( w \) to its nearest codeword in \( \mathbb{B} \), where \( \| \cdot \|_2 \) denotes the \( \ell_2 \) norm. We state this equivalence in the form below, and the proof is provided in Appendix.

**Property 1** We denote \( \mathbb{B} = \{-1, +1\}^{K \times K} \) as the codebook of binary kernels. For each \( w \in \mathbb{R}^{K \times K} \), the binary kernel \( \hat{w} \) can be derived by a grouping process:

\[
\hat{w} = \text{sign}(w) = \arg\min_{u \in \mathbb{B}} \|u - w\|_2. \tag{1}
\]

Since the codebook size \( |\mathbb{B}| = 2^{K \times K} \), the memory complexity of BNN is equal to \( K \times K \). Given Equation 1, one may want to know if we can further reduce the complexity of BNN by, for example, sampling a smaller subset of the codebook \( \mathbb{U} \) to replace \( \mathbb{B} \) in Equation 1. This is also motivated by Figure 1(b) where the learnt kernels of BNNs are sparsely clustered into a small number of codewords. In this way, each kernel is represented below \( K^2 \)-bits and thus averagely, each weight is represented less than 1-bit. We thus recast the grouping as

\[
\hat{w} = \arg\min_{u \in \mathbb{U}} \|u - w\|_2, \text{ s.t. } \mathbb{U} \subseteq \mathbb{B}. \tag{2}
\]

We denote \( |\mathbb{U}| = n \) and \( |\mathbb{B}| = N \). By Equation 2, each binary kernel occupies \( \log_2(n) \) bits as it can be represented by an index in \( \{1, 2, \ldots, n\} \). Thus we obtain a compression ratio of \( \log_2(n)/\log_2(N) \).

Different choice of the sub-codebook \( \mathbb{U} \) from \( \mathbb{B} \) potentially delivers different performance. How can we determine the proper selection we prefer? One possible solution is to optimize codewords and kernels simultaneously by making use of the product quantization method [20, 35]. Nevertheless, this method updates each codeword independently and is prone to deriving repetitive codewords if the optimization space is constrained (as values are limited to \( \pm 1 \)). As a consequence, it will hinder the diversity of the codebook and limit the expressivity of the model, which will be verified in § 4.2. Another straightforward method would be sampling the most frequent \( n \) codewords from a learnt target BNN (depicted in Figure 1(b)). Yet, such a solution is suboptimal since it solely depends on the weight distribution of the eventual model without the involvement of the specific training dynamics. In the following subsections, we will propose to tackle the sub-codebook selection via an end-to-end approach while retaining the non-repeatability of the codewords.

3.2. Sub-Codebook Selection via Permutation

We learn a permutation of codewords in \( \mathbb{B} \) according to their effects on the target loss function, so that the selection of the first \( n \) codewords is able to optimize the final performance of the target task. The designed permutation learning keeps the binary property of the selected codewords.
For convenience, we index codewords in \( \mathcal{B} \) as a matrix column by column, formulated as \( B = [\mathbf{u}_1; \mathbf{u}_2; \cdots; \mathbf{u}_N] \in \{ \pm 1 \}^{K^2 \times N} \), where each codeword in \( \mathcal{B} \) is flattened to a \( K^2 \)-dimensional vector. Similarly, we convert \( U \) as \( U = [\mathbf{u}_{s_1}; \mathbf{u}_{s_2}; \cdots; \mathbf{u}_{s_m}] \in \{ \pm 1 \}^{K^2 \times n} \), where \( s_i \in \{1, 2, \cdots, N \} \) is the index of the \( i \)-th selected codeword. We denote the selection matrix as \( \mathbf{V} \in \{0, 1\}^{N \times n} \); then
\[
U = BV, 
\]
where the entries of \( \mathbf{V} \) satisfy \( V_{s_i,i} = 1 \) for \( i = 1, \cdots, n \) and are zeros otherwise. The selection by Equation 3 is permutation-dependent; in other words, if we permute the element of \( \mathcal{B} \), we may obtain different \( U \). Hence, how to select \( \mathcal{U} \) becomes how to first permute \( \mathcal{B} \) and then output \( \mathcal{U} \) by Equation 3. We denote \( \mathcal{P}_{N} \) the set of \( N \)-dimensional permutation matrices: \( \mathcal{P}_{N} = \{ P \in \{0, 1\}^{N \times N} | P1_N = 1_N, P^{\top}1_N = 1_N \} \), where \( 1_N \) is an \( N \)-dimensional column vector of ones. The optimization problem in Equation 2 is transformed into
\[
\hat{w} = \arg \min_{\mathbf{u} \in \mathcal{P}_{N}} \| \mathbf{u} - w \|_2, \quad \text{s.t.} \quad \mathbf{U} = B\mathbf{V}, \quad \mathbf{P} \in \mathcal{P}_{N},
\]
where \( \mathbf{V} \) is fixed as a certain initial selection.

Now, the goal is to determine a proper permutation matrix \( \mathbf{P} \). Basically, we can design a neural network to output \( \mathbf{P} \), and then embed it into the off-the-shelf CNN for the downstream task. Unfortunately, this pipeline fails as the permutation matrix \( \mathbf{P} \) is discrete, whose values are occupied with 0 or 1, making the permutation network non-differentiable. Joining the recent advancement of permutation learning, we leverage the method proposed by [1] that approximates the permutation matrix by its continuous and differentiable relaxation—the Sinkhorn operator [34].

Given a matrix \( X \in \mathbb{R}^{N \times N} (N = |\mathcal{B}|) \), the Sinkhorn operator over \( S(X) \) is proceeded as follow,
\[
\begin{align*}
S^0(X) &= \exp(X), \\
S^k(X) &= \mathcal{T}_r \left( \mathcal{T}_r(S^{k-1}(X)) \right), \\
S(X) &= \lim_{k \to \infty} S^k(X),
\end{align*}
\]
where \( \mathcal{T}_r(X) = X \odot (X1_N 1_N^\top) \) and \( \mathcal{T}_c(X) = X \odot (1_N 1_N^\top X) \) are the row-wise and column-wise normalization operators, and \( \odot \) denotes the element-wise division. For stability purpose, both normalization operators are calculated in the log domain in practice. The work by [34] proved that \( S(X) \) belongs to the Birkhoff polytope—the set of doubly stochastic matrices.

Through adding a temperature \( \tau \), it can be proved that \( \lim_{\tau \to 0^+} S(X/\tau) = \arg \max_{\mathbf{P} \in \mathcal{P}_{N}} \| \mathbf{P} - X \|_2 \) holds almost surely [29]. It means we obtain an approximated permutation matrix \( S^k(X) \) (that is closest to \( X \)) with sufficiently large \( k \) and small \( \tau \). Inspired by [16], we add a Gumbel noise to make the result follow the Gumbel-Matching distribution \( \mathcal{G}.M.(X) \), namely, \( S^k((X + e)/\tau) \), where \( e \) is sampled from standard i.i.d. Gumbel distribution.

By substituting the Gumbel-Sinkhorn matrix into Equation 3, we characterize the sub-codebook selection as
\[
\mathbf{U} = BS^k((X + e)/\tau)\mathbf{V},
\]
where \( \mathbf{V} \) is fixed as a certain initial selection as mentioned, \( X \) is regarded as a learnable parameter, \( k \) and \( \tau \) are hyper-parameters. For \( \mathbf{V} \), we can simply let the entries to be zeros unless \( V_{i,i} = 1 \), where \( i = 1, \cdots, n \), which indicates selecting the first \( n \) columns from \( BS^k((X + e)/\tau) \).

### 3.3 Learning by PSTE

Recalling that both \( k \) and \( \tau \) are finitely valued, the Gumbel-Sinkhorn matrix \( \mathbf{P}_{GS} = S^k((X + e)/\tau) \) is not strictly a permutation matrix with 0/1 entries. This will violate the binary property of \( \mathbf{U} \) by Equation 8, making the binarization of Equation 2 meaningless. To address this issue, we derive the exact permutation matrix \( \mathbf{P}_{real} \) of \( \mathbf{P}_{GS} \) by making use of the Hungarian algorithm [30] during the forward pass. By treating the \( \mathbf{P}_{GS} \) as a reward matrix, deriving \( \mathbf{P}_{real} \) becomes an assignment problem that can be solved by the Hungarian method in polynomial time. We summarize the forward update of the convolution kernel \( \mathbf{w}_c \in \mathbb{R}^{K^2} \) for each input and output channel as follow,
\[
\begin{align*}
\mathbf{P}_{real} &= \text{Hungarian}(\mathbf{P}_{GS}), \\
\mathbf{U} &= \mathbf{B}\mathbf{P}_{real}\mathbf{V}, \\
\hat{\mathbf{w}}_c &= \arg \min_{\mathbf{u} \in \mathcal{U}} \| \mathbf{u} - \mathbf{w}_c \|_2,
\end{align*}
\]
where \( \text{Hungarian}(\cdot) \) denotes the Hungarian algorithm.

In the backward pass, we transfer the gradient of the exact permutation matrix directly to the Gumbel-Sinkhorn matrix. This is inspired by the Straight-Through Estimator (STE) technique [2] in previous literature. We call our method PSTE for its specification to permutation learning here. The backward pass is depicted below,
\[
\begin{align*}
g(\mathbf{w}_{c,i}) &= \begin{cases} g(\hat{\mathbf{w}}_{c,i}), & \text{if } \mathbf{w}_{c,i} \in (-1, 1), \\
0, & \text{otherwise}, \end{cases} \\
g(\mathbf{u}_i) &= \sum_{c=1}^{C_n \times C_m} g(\mathbf{w}_c) \cdot I_{\{w_c \in \mathbf{u}_i\}} \\
g(\mathbf{P}_{real}) &= \mathbf{B}^\top g(\mathbf{U})\mathbf{V}^\top, \\
g(\mathbf{P}_{GS}) &\approx g(\mathbf{P}_{real}),
\end{align*}
\]
where \( g(\cdot) \) computes the gradient. \( \mathbf{w}_{c,i} \) and \( \hat{\mathbf{w}}_{c,i} \) denote the \( i \)-th entries of \( \mathbf{w}_c \) and \( \hat{\mathbf{w}}_c \), respectively, with \( i = 1, 2, \cdots, K^2 \). \( I_{\{\cdot\}} \) defines the indicator function. Particularly, Equation 12 follows the idea of STE and Equation 13 assigns the gradient of the binary weight to its nearest codeword. In practice, all forward and backward passes can
be implemented by matrix/tensor operations, and thus our method is computationally friendly on GPUs.

An overall framework including the forward and backward processes is illustrated in Figure 2.

**Convergence analysis.** Besides using STE to update \( \mathbf{w} \) in Equation 12, we approximate the gradient of the Gumbel-Sinkhorn matrix \( \mathbf{P}_{GS} \) with \( \mathbf{P}_{real} \) in Equation 15, which, inevitably, will cause variations in training dynamics. Fortunately, we have the following theorem to guarantee the convergence for sufficiently large \( k \) and small \( \tau \).

**Lemma 1** For sufficiently large \( k \) and small \( \tau \), we define the entropy of a doubly-stochastic matrix \( \mathbf{P} \) as \( h(\mathbf{P}) = -\sum_{i,j} P_{i,j} \log P_{i,j} \) and denote the rate of convergence for the Sinkhorn operator as \( r \) \((0 < r < 1)\). There exists a convergence series \( s_\tau \) \((s_\tau \to 0 \text{ when } \tau \to 0^+)\) that satisfies

\[
\| \mathbf{P}_{real} - \mathbf{P}_{GS} \|_2^2 = \mathcal{O}(s_\tau^2 + r^{2k}).
\]

**Theorem 1** Assume that the training objective \( f \) w.r.t. \( \mathbf{P}_{GS} \) is L-smooth, and the stochastic gradient of \( \mathbf{P}_{real} \) is bounded by \( \mathbb{E}\|\mathbf{g}(\mathbf{P}_{real})\|_2^2 \leq \sigma^2 \). Denote the rate of convergence for the Sinkhorn operator as \( r \) \((0 < r < 1)\) and the stationary point as \( \mathbf{P}_{GS} \). Let the learning rate of PSTE be \( \eta = \frac{c}{\sqrt{r}} \) with \( c = \sqrt{\frac{\mathbb{E}(\mathbf{P}_{GS}) - f(\mathbf{P}_{GS})}{L\sigma^2}} \). For a uniformly chosen \( \mathbf{u} \) from the iterates \( \{\mathbf{P}_{real}^0, \cdots, \mathbf{P}_{real}^t\} \), concretely \( \mathbf{u} = \mathbf{P}_{real}^t \) with the probability \( p_t = \frac{1}{t+1} \), it holds in expectation over the stochasticity and the selection of \( \mathbf{u} \):

\[
\mathbb{E}\|\nabla f(\mathbf{u})\|^2 = \mathcal{O}\left(\sqrt{\frac{\mathbb{E}(\mathbf{P}_{GS}) - f(\mathbf{P}_{GS})}{L\sigma^2}} + L^2(s_\tau^2 + r^{2k})\right).
\]

Note that in Theorem 1, the objective function \( f \) could be a non-convex function, which accords with the case when using a neural network. Proofs for Lemma 1 and Theorem 1 are provided in Appendix.

---

1The Sinkhorn operator has a rate of convergence \( r \) bounded by a value lower than 1 as proved by [18].
4. Experiments

Our method is evaluated on two tasks: image classification and object detection (in Appendix). For image classification, we contrast the performance of our Sparks with state-of-the-art (SOTA) methods on CIFAR10 [19] and ImageNet (ILSVRC2012) [4] following the standard data splits.

**Implementation.** We follow the standard binarization in ReActNet [27] and perform a two-stage training. First, the network is trained from scratch with binarized activations and real-valued weights. Second, the network takes the weights from the first step and both weights and activations are binarized. As suggested by [26, 32], we keep the weights and activations in the first convolutional and the last fully-connected layers to be real-valued. More implementation details (e.g., learning rate, epoch) are in the Appendix.

We speed up our training twice by exploiting the symmetry of the binary kernels: for each codeword in the codebook $\mathcal{B}$, its “opposite” term (with opposite signs) is also contained in $\mathcal{B}$. Speed-up details are contained in Appendix. Hyper-parameters are $k = 10$ and $\tau = 10^{-2}$ by default.

On ImageNet, Sparks needs 30.2 hours to train ResNet-18 based on 8 V100s, and the BNN baseline [27] needs 24.5 hours. The computation overhead is acceptable. Training Sparks can be easily accelerated as presented in Appendix.

Calculations of storage and BOPs savings are based on the measurements used in [26, 32]. Specifically, compared to full-precision convolutional layers with 32-bit weights, using 1-bit weights and activations gains up to a $\sim 32 \times$ storage saving; in addition, the convolution operation could be implemented by the bit-wise xnor operation followed by a popcount operation, which leads to a $\sim 64 \times$ computational saving. Throughout our results, we provide the amount of bit-wise parameters in all binarized layers as the storage.

4.1. Comparisons with SOTA Methods

**Evaluation on CIFAR10.** Table 1 provides the performance comparisons with SOTA BNNs on CIFAR10. Moreover, SLBF [20] and FleXOR [21] that derive weights below 1-bit are re-implemented upon the same backbone (ReActNet) and same binarization settings (both weights and activations are binarized) as our method for a fair comparison. By setting $n$ to 32, 64, and 128, we obtain networks of 0.56-bit, 0.67-bit, and 0.78-bit, respectively. Clearly, our approach is able to achieve accuracies close to standard BNNs with a much lower cost of storage and BOPs on both ResNet-18 and VGG-small. FleXOR also compacts BNNs but delivers no BOPs reduction. SLBF reduces both storage and BOPs but suffers from more accuracy drops as it conducts convolution in the space of multi-channel codewords, leading to much larger quantization errors, as previously described in Figure 1. Our Sparks remarkably outperforms SLBF and FleXOR under almost the same compression level of storage (e.g. for ResNet-18, our 0.56-bit gains accuracy 91.5%, while 0.60-bit FleXOR and 0.55-bit SLBF yield 89.8% and 89.3%, respectively), which verify the effectiveness of our proposed method.

**Evaluation on ImageNet.** In Table 2, we compare Sparks with SOTA methods upon ResNet-18 on ImageNet. Consistent with the results on CIFAR10, our method is able to achieve competitive classification accuracy compared to SOTA BNNs, with a dramatic drop in model size and computation time. Under comparable bit-widths, our 0.56-bit method exceeds 0.55-bit SLBF and 0.6-bit FleXOR by 6.6% and 4.5%, respectively, with even fewer BOPs. Thanks to the remarkable benefit in model compression, we can apply our Sparks on wider and deeper models while staying the same complexity budget as BNNs. For example, in Table 3, we follow ABC-Net [24] and apply our
Table 2. Comparisons of top-1 and top-5 accuracies with state-of-the-art methods on ImageNet based on ResNet-18. Calculation details for the storage and BOPs are provided in Appendix.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Bit-width (W/A)</th>
<th>Accuracy (%)</th>
<th>Storage (Mbit)</th>
<th>BOPs ($\times 10^9$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-precision</td>
<td></td>
<td>32/32</td>
<td>69.6/89.2</td>
<td>351.5</td>
<td>107.2 (x×)</td>
</tr>
<tr>
<td>BNN [14]</td>
<td></td>
<td>1/1</td>
<td>42.2/69.2</td>
<td>11.0 (32×)</td>
<td>1.70 (63×)</td>
</tr>
<tr>
<td>XNOR-Net [32]</td>
<td></td>
<td>1/1</td>
<td>51.2/73.2</td>
<td>11.0 (32×)</td>
<td>1.70 (63×)</td>
</tr>
<tr>
<td>Bi-RealNet [26]</td>
<td></td>
<td>1/1</td>
<td>56.4/79.5</td>
<td>11.0 (32×)</td>
<td>1.68 (64×)</td>
</tr>
<tr>
<td>IR-Net [31]</td>
<td></td>
<td>1/1</td>
<td>58.1/80.0</td>
<td>11.0 (32×)</td>
<td>1.68 (64×)</td>
</tr>
<tr>
<td>LNS [8]</td>
<td></td>
<td>1/1</td>
<td>59.4/81.7</td>
<td>11.0 (32×)</td>
<td>1.68 (64×)</td>
</tr>
<tr>
<td>RBNN [23]</td>
<td></td>
<td>1/1</td>
<td>59.9/81.9</td>
<td>11.0 (32×)</td>
<td>1.68 (64×)</td>
</tr>
<tr>
<td>Ensemble-BNN [44]</td>
<td>(1/1)×6</td>
<td>61.0/ -</td>
<td>65.9 (5×)</td>
<td>10.6 (10×)</td>
<td></td>
</tr>
<tr>
<td>ABC-Net [24]</td>
<td></td>
<td>(1/1)×5²</td>
<td>65.0/85.9</td>
<td>274.5 (1.3×)</td>
<td>42.5 (2.5×)</td>
</tr>
<tr>
<td>Real-to-Bin [28]</td>
<td></td>
<td>1/1</td>
<td>65.4/86.2</td>
<td>11.0 (32×)</td>
<td>1.68 (64×)</td>
</tr>
<tr>
<td>ReActNet [27]</td>
<td></td>
<td>1/1</td>
<td>65.9/86.4</td>
<td>11.0 (32×)</td>
<td>1.68 (64×)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Bit-width (W/A)</th>
<th>Accuracy (%)</th>
<th>Storage (Mbit)</th>
<th>BOPs ($\times 10^9$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLBF [20]</td>
<td></td>
<td>0.55/1</td>
<td>57.7/80.2</td>
<td>6.05 (58×)</td>
<td>0.92 (117×)</td>
</tr>
<tr>
<td>SLBF [20]</td>
<td></td>
<td>0.31/1</td>
<td>52.5/76.1</td>
<td>3.41 (103×)</td>
<td>0.98 (110×)</td>
</tr>
<tr>
<td>FleXOR [21]</td>
<td></td>
<td>0.80/1</td>
<td>62.4/83.0</td>
<td>8.80 (40×)</td>
<td>1.68 (64×)</td>
</tr>
<tr>
<td>FleXOR [21]</td>
<td></td>
<td>0.60/1</td>
<td>59.8/81.9</td>
<td>6.60 (53×)</td>
<td>1.68 (64×)</td>
</tr>
<tr>
<td>Sparks (ours)</td>
<td>ResNet-34</td>
<td>0.78/1</td>
<td>65.5/86.2</td>
<td>8.57 (41×)</td>
<td>1.22 (88×)</td>
</tr>
<tr>
<td>Sparks (ours)</td>
<td>ResNet-34</td>
<td>0.67/1</td>
<td>65.0/86.0</td>
<td>7.32 (48×)</td>
<td>0.88 (122×)</td>
</tr>
<tr>
<td>Sparks (ours)</td>
<td>ResNet-34</td>
<td>0.56/1</td>
<td>64.3/85.6</td>
<td>6.10 (58×)</td>
<td>0.50 (214×)</td>
</tr>
</tbody>
</table>

Table 3. Results when extending our Sparks to wider or deeper models.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Bit-width (W/A)</th>
<th>Accuracy (%)</th>
<th>Storage (Mbit)</th>
<th>BOPs ($\times 10^9$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReActNet [27]</td>
<td>ResNet-18</td>
<td>1/1</td>
<td>65.9/86.4</td>
<td>11.0</td>
<td>1.68</td>
</tr>
<tr>
<td>Sparks-wide (+ABC-Net [24])</td>
<td>ResNet-18</td>
<td>(0.56/1)×3</td>
<td>66.7/86.9</td>
<td>18.3</td>
<td>1.50</td>
</tr>
<tr>
<td>Sparks-deep</td>
<td>ResNet-34</td>
<td>0.56/1</td>
<td>67.6/87.5</td>
<td>11.7</td>
<td>0.96</td>
</tr>
<tr>
<td>Sparks-deep</td>
<td>ResNet-34</td>
<td>0.44/1</td>
<td>66.4/86.7</td>
<td>9.4</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Figure 3. Trade-off between performance and complexity on ImageNet. For all methods, -18 indicates using ResNet-18 as the backbone, and -34 indicates ResNet-34. The symbol $n$ is the sub-codebook size as defined in § 3.1; $N_{in}$, $N_{out}$, $f_1$, $f_2$ are hyper-parameters that control the complexity as defined in FleXOR [21] and SLBF [20].

0.56-bit model on ResNet-18 by using three branches of convolutions and a single branch of activation, denoted as Sparks-wide; we also adopt 0.56-bit and 0.44-bit Sparks on ResNet-34 (almost twice in depth compared to ResNet-18), both denoted as Sparks-deep. We observe that all our variants surpass ReActNet-18 (currently the best ResNet-18-based BNN) with almost the same or even less cost in model complexity. Specifically, our 0.44-bit Sparks-deep defeats ReActNet-18 in accuracy with the least cost of complexity. To better visualize the trade-off between performance and efficiency, we contrast our models against existing methods with varying storage and BOPs in Figure 3. We leave the comparison with SNN [38] in Figure 4, since we re-implemented SNN under a fair two-stage pipeline, which improves the absolute accuracy of SNN by 6.9% $\sim$ 8.1%.

4.2. Ablation Studies

Validity of Gumbel-Sinkhorn. We test the advantage of applying the Gumbel-Sinkhorn technique to codewords selection. Three baselines to construct the sub-codebook are

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Bit-width (W/A)</th>
<th>Accuracy (%)</th>
<th>Storage (Mbit)</th>
<th>BOPs ($\times 10^9$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
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<td>Bi-RealNet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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<td></td>
<td></td>
<td></td>
<td></td>
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</table>
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Figure 3. Trade-off between performance and complexity on ImageNet. For all methods, -18 indicates using ResNet-18 as the backbone, and -34 indicates ResNet-34. The symbol $n$ is the sub-codebook size as defined in § 3.1; $N_{in}$, $N_{out}$, $f_1$, $f_2$ are hyper-parameters that control the complexity as defined in FleXOR [21] and SLBF [20].

0.56-bit model on ResNet-18 by using three branches of convolutions and a single branch of activation, denoted as Sparks-wide; we also adopt 0.56-bit and 0.44-bit Sparks on ResNet-34 (almost twice in depth compared to ResNet-18), both denoted as Sparks-deep. We observe that all our variants surpass ReActNet-18 (currently the best ResNet-18-based BNN) with almost the same or even less cost in model complexity. Specifically, our 0.44-bit Sparks-deep defeats ReActNet-18 in accuracy with the least cost of complexity. To better visualize the trade-off between performance and efficiency, we contrast our models against existing methods with varying storage and BOPs in Figure 3. We leave the comparison with SNN [38] in Figure 4, since we re-implemented SNN under a fair two-stage pipeline, which improves the absolute accuracy of SNN by 6.9% $\sim$ 8.1%.
Training step (10^3)

<table>
<thead>
<tr>
<th>Bit-width</th>
<th>Top-1 accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 16</td>
<td>56.6</td>
</tr>
<tr>
<td>n = 32</td>
<td>59.3</td>
</tr>
<tr>
<td>n = 64</td>
<td>60.0</td>
</tr>
<tr>
<td>n = 128</td>
<td>60.7</td>
</tr>
</tbody>
</table>

Considered: (1) Directly selecting the top-n frequent codewords from a learnt BNN (ReActNet-18). (2) Randomly selecting codewords. (3) Selecting codewords with an equal interval of indices, by setting \( s_i = \left\lfloor \frac{i}{n} \right\rfloor \times (N - 1) + 1 \) in Equation 3. Figure 4 (Left) shows that these baselines are much inferior to ours, indicating the superiority of our permutation learning. We observe a severe performance cut-down at 0.56-bit of the third baseline, reflecting the unprotected privacy.

**Comparison with product quantization.** Our proposed sub-codebook construction is related with but distinct from the product quantization [20, 35] in two aspects: (1) As already specified in Figure 1, we construct the codebook with kernel-wise codewords rather than channel-wise ones. (2) We learn to jointly select codewords from a fixed codebook instead of directly optimizing the codewords independently, which avoids the degeneration of the sub-codebook diversity. Figure 4 (Middle) illustrates the comparisons regarding these two aspects. We observe that using kernel-wise codewords largely outperforms using the channel-wise codewords, and the selection-based optimization consistently achieves better performance than the product quantization (such as SNN [38]) by a significant margin. In Figure 4 (Right), the diversity of codewords is severely degenerated when applying the product quantization, whereas our method preserves the diversity.

**Convergence.** Figure 5 displays the codewords selection process during training for 0.44-bit Sparks (ResNet-18) on ImageNet. The selection initially fluctuates but converges in the end. This explains the convergence of our algorithm, which complies with our derivations in Theorem 1.

**Practical inference on FPGA.** We adopt the hardware framework SystemC-TLM\(^2\) to model an FPGA. Our 0.56-bit Sparks achieves 1.167ms (on ResNet-18) and 2.391ms (on ResNet-34). The corresponding BNNs achieve 3.713ms and 7.806ms. Thus we have over three times acceleration.

**5. Conclusion**

We propose a novel method named Sparse Kernel Selection (Sparks), which devises below 1-bit models by grouping kernels into a selected sub-codebook. The selection process is learnt end-to-end with Permutation Straight-Through Estimator (PSTE). Experiments show that our method is applicable for general tasks including image classification and object detection. One potential limitation of our research lies in that model compression requires the access of model parameters, leading to the risk of unprotected privacy.
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