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Abstract

In this paper, we study Blind Image Decomposition (BID), which is to uniformly remove multiple types of degradation at once without foreknowing the noise type. There remain two practical challenges: (1) Existing methods typically require massive data supervision, making them infeasible to real-world scenarios. (2) The conventional paradigm usually focuses on mining the abnormal pattern of a superimposed image to separate the noise, which de facto conflicts with the primary image restoration task. Therefore, such a pipeline compromises repairing efficiency and authenticity. In an attempt to solve the two challenges in one go, we propose an efficient and simplified paradigm, called Context-aware Pretraining (CP), with two pretext tasks: mixed image separation and masked image reconstruction. Such a paradigm reduces the annotation demands and explicitly facilitates context-aware feature learning. Assuming the restoration process follows a structure-to-texture manner, we also introduce a Context-aware Pretrained network (CPNet). In particular, CPNet contains two transformer-based parallel encoders, one information fusion module, and one multi-head prediction module. The information fusion module explicitly utilizes the mutual correlation in the spatial-channel dimension, while the multi-head prediction module facilitates texture-guided appearance flow. Moreover, a new sampling loss along with an attribute label constraint is also deployed to make use of the spatial context, leading to high-fidelity image restoration. Extensive experiments on both real and synthetic benchmarks show that our method achieves competitive performance for various BID tasks.

1. Introduction

Different from traditional image restoration, Blind Image Decomposition (BID) aims to remove arbitrary degradation combinations without knowing noise type and mixing mechanism. This task is challenging due to the huge gap between different noises and varying mixing patterns as amalgamated noises increase. Although many existing methods \cite{30, 54, 61, 62} have been proposed as generic restoration networks, they are still fine-tuned on the individual datasets and do not use a single general model for all the noise removal tasks (Figure 1 (a)). All-in-one \cite{28} further proposes a unified model across 3 datasets, but it still uses computationally complex separate encoders (Figure 1 (b)). To ameliorate this issue, TransWeather \cite{49} introduces a single encoder-single decoder transformer network for multi-type adverse weather removal, yet this method is designed to restore one specific degradation at one time (Figure 1 (c)), which does not conform to the BID setting.
Recently, Han et al. [17] propose a blind image decomposition network (BIDeN) that first explores a feasible solution for BID task. This method intuitively considers a corrupted image to be composed of a series of superimposed images, and proposes a CNN-based network to separate these components. In particular, BIDeN designs a multi-scale encoder combined with separate decoders. However, this network still requires tedious training as there are multiple decoders for each component including the noise masks, which compromises the primary restoration task (Figure 1 (e)). Moreover, this deeply-learned model is data-hungry, considering the task-specific data can be limited under certain circumstances (e.g., medical and satellite images). Besides, various inconsistent factors (e.g., camera parameters, illumination, and weather) can further perturb the distribution of the captured data for training. In an attempt to address the data limitation, IPT [4] first explores the pretraining scheme on several image processing tasks. However, since the middle transformer does not learn the shared representative features, IPT is still limited to task-specific fine-tuning with complex multiple heads/tails and fails to BID mission (Figure 1 (d)).

This paper aims at addressing the aforementioned challenges as a step toward an efficient and robust real-world restoration framework. Inspired by successes in Masked AutoEncoders (MAE), where the pretraining model on ImageNet can efficiently adapt to the high-level representative vision benchmarks such as recognition and detection [18, 57], we argue that pretraining is still a potential solution for BID task. We also note that pretraining on MAE in low-level vision tasks is still under-explored. To fill this gap, we resort to model pretraining via self-supervised learning. To facilitate the feature learning, we also propose Context-aware Pretrained Network (CPNet), which is benefited from the proposed information fusion module and multi-head prediction module for texture-guided appearance flow and conditional attribute label.

2. Related work

Blind image decomposition. Aiming at the single-task limitation, several restoration works [13, 17, 70] have discussed the emerging image decomposition task, regarding raindrops and other real-world corruptions as superimposing and separable to a clean image. Gandelsman...
et al. first propose a unified framework Double-DIP [13] for layer decomposition based on coupled DIP [48] networks. DAD [70] further introduces three discriminators and a crossroad $L_1$ loss for more complex mixture conditions. Based on blind source separation problem [15,16,27], Han et al. further propose the “Blind Image Decomposition” (BID) [17] setting, which treats degraded images as an arbitrary combination of individual components, and aims to solve multi-type degradation at once. The training paradigm of BID, however, stays heavily dependent on time-consuming end-to-end reconstruction. In comparison, our pretrained method only relies on simple texture fine-tuning and requires no extra auxiliary labels.

Self-supervised learning for image restoration. Supervised learning requires massive paired references that map input measurements to the clean image [20, 21, 41, 63, 65], which is hard to be satisfied when the noise model is unknown. To overcome this problem, several self-supervised approaches [6, 47, 50] have been proposed based on different pretext tasks. DIP [48] first proves that a simple generator can sufficiently reconstruct low-level image statistics priors, which leads to a diversity of models that avoid the modeling of the degradation process [2, 24, 26]. However, limited by the variations across different degradation, these methods can only repair a single task or require repetitive training. In contrast, our method divides this process into two pretext tasks, i.e., locate and generate, thus removing various noises at once with a unified model.

Pretrained vision transformers. Recently, transformer has been adapted to numerous vision tasks such as recognition [10, 60] and segmentation [56, 66]. Due to the impressive performance, it has also been introduced for low-level vision problems such as image restoration [30, 54, 61]. To further utilize the prior knowledge learned from transformer, IPT [4] presents a universal pretraining scheme, yet this method still requires complex multi-head training. Several works [18, 57] have also leveraged the masked image modeling (MIM) [1, 5, 69] paradigm and explored a generative pretrained framework for high-level representation learning. However, few related works focus on utilizing self-supervised pretrained transformer for low-level vision tasks. In contrast to the previous works, we aim for combining self-supervised image decomposition with masked reconstruction priors to facilitate more general and efficient blind image restoration.

3. Method

In this work, we present a dual-path pretraining framework that contains two parallel transformer encoders, an information fusion module, and a multi-head prediction module, as shown in Figure 3. In order to avoid early information leakage during the feature fusion, we perform random masking on the noisy image patches instead of the clean image as another pretext task. The details of the proposed modules and objective functions are expressed below.

3.1. Information Fusion Module

In this work, we encourage the separation branch to learn more spatial information by locating the superimposed noises, while the reconstruction branch exploits more generating priors by predicting the masked token with neighboring patches. Thus we deliberately facilitate the spatial sensitivity of $E_A$ as well as the content generativity of $E_B$, building a sophisticated trade-off between two networks. To explicitly leverage and further enhance this balance, we proposed a multi-dimensional fusion module, which consists of the feature interaction block (FIBlock), refinement block (FRBlock) and enhancement block (FEBlock).

Feature interaction block. Although the two parallel encoders are supposed to focus on their respective tasks, they
Figure 4. The architecture of our information fusion (left) and multi-head prediction (right) modules. $F^i_A$ and $F^i_B$ represent the features from the $i$-th layer of $E_A$ and $E_B$ respectively, which are the inputs of FIBlock. Then the features $F^i$ ($i = 2, 3, 4$) from several layers of each encoder are further sent to the FRBlock. After refinement, features from two encoders are sent to FEBlock for targeted enhancement.

share some mutual correlation during training. For example, the spatial features of noises learned from $E_A$ can reversely indicate the uncorrupted content for $E_B$ and vice versa. Therefore, we introduce the FIBlock with both channel and spatial attention to boost the feature interaction, as shown in Figure 4 (a). We also deploy the residual bottleneck [11, 19] structure considering efficiency.

**Feature refinement block.** To further refine the features learned from two encoders, the FRBlock is proposed based on a self-attention mechanism [53]. The detail of FRBlock is shown in Figure 4 (b), which can be formulated as:

$$
Q = \text{Pool}_a(\text{Conv}(F^2)), \\
K = \text{Pool}_2(\text{Conv}(F^3)), \\
V = \text{Conv}(F^4), \\
\text{Att}(Q, K, V) = \text{SoftMax} \left( \frac{QK^T}{\sqrt{d}} \right) V, 
$$

(1)

where $d$ is the dimension of the query set $Q$, $\text{Pool}_a$ is the average pooling operation with both kernel size and stride $a$, and $F^i$ represents the feature map from the $i$-th layer of $E_A$ or $E_B$. For efficient non-local computation while fusing the pyramid representations, feature maps from higher layers are accordingly pooled and then directly input into the FRBlock after an individual convolution layer, which significantly reduces the computation and memory intensity while improving the robustness.

**Feature enhancement block.** According to the inversion theory [3, 37], it can be known that different objects usually correspond to different channels (convolution kernels). Based on this observation, we further introduce the FIBlock to empirically enhance the spatial correlation of $E_A$ features, as well as the channel features of $E_B$. We adopt the Bottleneck Attention Module [38] and further improve it with multiple pooling [55] and residual connection (Figure 4 (c)). Notably, we cat features instead of adding them since both encoders have interacted with each other.

**Transformer encoder.** Since the proposed method mainly focuses on the feature processing between two tasks, the encoder selection can be relatively trivial. In this paper, we adopt the same setting as Restormer [61], which contains many lightweight modules to improve efficiency. Notice that the transformer design in our framework could be any cutting-edge combinations such as swin structure [33]. More discussion can be found in the suppl.

### 3.2. Multi-head Prediction Module

To coordinate with the dual-path pretraining framework, we perform the multi-head prediction respectively on structure map and appearance flow, as shown in Figure 4.

**Structure flow.** In vision tasks, the decoder reconstructs pixels that have lower-level semantics compared to common recognition tasks, which means the network design is crucial for determining the semantic level of the learned latent representations [18]. Driven by this analysis, we design a simple yet effective structure head, which consists of a resblock [19] followed by several convolution layers. To further simplify the training objective, we adopt an edge-
While obtaining the reconstructed structure, the reconstruction loss is defined as the $\ell_1$ distance between the predicted structures $S_{gen}$ and the ground truth structures $S_{gt}$ smoothed from $I_{gt}$:

$$
\mathcal{L}_{\ell_1} = ||S_{gen} - S_{gt}||_1.
$$

(2)

Meanwhile, to mimic the distributions of the target structures $S_{gt}$, we further apply the generative adversarial framework [14]. The adversarial loss can be written as:

$$
\mathcal{L}_{adv} = \mathbb{E} [\log (1 - Dis_s (S_{gen}))] + \mathbb{E} [\log Dis_s (S_{gt})],
$$

(3)

where $Dis_s$ is the discriminator of the structure head.

Conditional learning. Inspired by the image translation works [7, 68], BID can also be regarded as an attribute editing task with an initial random one-hot attribute label. Thus we design a discriminator branch $Dis_a$ for the conditional attribute classification task:

$$
\mathcal{L}_{att} = - \sum_{i=1}^{N} \log P_i (S_{gen} | \theta_{Dis_a}).
$$

(4)

Here $P_i(x)$ represents the probability that $x$ belongs to the $i$-th attribute (noise type), which is predicted by $Dis_a$ with the parameter $\theta_{Dis_a}$. In contrast to previous multi-head methods [4, 17, 28], this conditional discriminator implicitly enables multiple noise restoration with a unified structure, leading to higher flexibility and training efficiency. Meanwhile, we also show that the unified attribute mechanism can selectively remove arbitrary degradation types by simply specifying the attribute label.

Appearance flow. While obtaining the reconstructed structure $S_{gen}$, an appearance flow head is further deployed to warp the extracted features of the inputs, as shown in Figure 4. Based on the appearance flow in [43], we further introduce a new sampling loss to simultaneously facilitate the local texture propagation and global structure calibration, which can be formulated as follow:

$$
\mathcal{L}_{sam} = \frac{1}{N} \sum_{(x,y) \in \Omega} \exp \left( - \frac{\mu (\Phi^{x,y}_{I_{gt}}, \Phi^{x+\Delta x, y+\Delta y}_{I_{in}}, \Phi^{x, y}_{S_{gt}} - \Phi^{x+\Delta x, y+\Delta y}_{S_{gen}}) + \alpha \||\Phi^{x, y}_{S_{gt}} - \Phi^{x+\Delta x, y+\Delta y}_{S_{gen}}||_1 + \epsilon)}{\alpha}ight),
$$

(5)

where $\Phi^{x, y}_{I_{gt}}$ and $\Phi^{x, y}_{I_{in}}$ are the features generated by a specific layer of VGG19 on the ground truth image $I_{gt}$ and the input corrupted image $I_{in}$. $(\Delta x, \Delta y)$ represents the predicted coordinate offset from the appearance head. $\mu(*)$ denotes the cosine similarity and $\Omega$ denotes a coordinate set containing all valid coordinates in $\Phi^{x, y}_{I_{in}}$. $N$ is the number of elements in set $\Omega$. Since the positions of the random noises are unknown, our flow sampling loss uniformly calculates the relative cosine similarity between the ground truth features and the sampled features in each region. However, the appearance flow training without the mask supervision may struggle to capture global dependency and stuck in a bad local minima [34, 42]. To tackle this problem, we further impose a global constraint between structure $S_{gt}$ and $S_{gen}$ as an additional normalization term. $\alpha$ represents the scaling parameter fixed as 10 and $\epsilon$ is a constant term. We also adopt Gaussian sampling [43] to expand the receptive field.

In this way, the appearance flow map is enforced to determine whether the current sampled region is uncorrupted, and which damaged block matches this region best in texture. Combing with learnable relative positional embedding [46], the position calibrations of noises are further ensured and features containing vivid textures can “flow” to the corrupted regions. The texture head shares similar structures with the structure head. More details on model structure and sampling operation are provided in the suppl.

3.3. Fine-tuning and Optimization

During pretraining, we jointly optimize the parallel encoders $E$, multi-head decoders $H$ and multi-head discriminators $Dis$ to the objective, which is a weighted sum of the following losses:

$$
\mathcal{L}_{total} (E, H, Dis) = \lambda_l \mathcal{L}_{\ell_1} + \mathcal{L}_{adv} + \mathcal{L}_{att} + \lambda_s \mathcal{L}_{sam},
$$

(6)

where $\lambda_l$ and $\lambda_s$ are regularization parameters. In our experiments, we set $\lambda_l = 4$ and $\lambda_s = 0.25$. After pre-training, we can simply fine-tune an autoencoder-like network to generate more detailed textures. The loss functions during fine-tuning are composed of a standard $\ell_2$ reconstruction loss and a perceptual loss [22]. We also test to unlock the multi-head prediction part for better performance. More details on finetuning are given in the suppl.

4. Experiment

We conduct extensive experiments to show the effectiveness of our proposed method. In what follows, we explain the experimental settings, implementation details, comparison with state-of-the-art methods and ablation studies.

4.1. BID Tasks and Datasets

Without loss of generality, we adopt the large-scale ImageNet dataset [44] as the pretraining set, which contains over 1M images with 1K scenes. We generate the corrupted images with random mixed combinations of total 7 types of degradation: rain-streak [29, 59], raindrop [39], snow [32], haze [45], shadow [40, 51], reflection [64] and watermark [31]. Following the similar settings in BIDEn [17], we evaluate the performance under three most common noise combinations: I: Joint raindrop/rainstreak/snow/haze removal, II: Real-world bad weather removal, and III: Joint shadow/reflection/watermark removal.
Table 1. Quantitative results of Task I in driving scenario. We evaluate the performance in Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM) under 6 BID cases, which are (1): rain streak, (2): rain streak + snow, (3): rain streak + light haze, (4): rain streak + heavy haze, (5): rain streak + moderate haze + raindrop, (6) rain streak + snow + moderate haze + raindrop. The best performance under each case is marked in bold with the second performance under lined.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
<td>SSIM</td>
</tr>
<tr>
<td>(1)</td>
<td>25.69</td>
<td>0.786</td>
<td>33.39</td>
<td>0.945</td>
<td>34.29</td>
<td><strong>0.951</strong></td>
</tr>
<tr>
<td>(2)</td>
<td>18.64</td>
<td>0.564</td>
<td>30.52</td>
<td>0.909</td>
<td>30.60</td>
<td>0.917</td>
</tr>
<tr>
<td>(3)</td>
<td>17.45</td>
<td>0.712</td>
<td>23.98</td>
<td>0.900</td>
<td>23.74</td>
<td>0.905</td>
</tr>
<tr>
<td>(4)</td>
<td>11.12</td>
<td>0.571</td>
<td>18.54</td>
<td>0.829</td>
<td>20.33</td>
<td>0.853</td>
</tr>
<tr>
<td>(5)</td>
<td>14.05</td>
<td>0.616</td>
<td>21.18</td>
<td>0.846</td>
<td>22.17</td>
<td>0.859</td>
</tr>
<tr>
<td>(6)</td>
<td>12.38</td>
<td>0.461</td>
<td>20.76</td>
<td>0.812</td>
<td>21.24</td>
<td>0.821</td>
</tr>
</tbody>
</table>

4.2. Implementation Details

Throughout the pretraining stage on ImageNet, we use 4 NVIDIA Tesla V100 GPUs with the conventional Adam optimizer [23] with $\beta_1 = 0.9$, $\beta_2 = 0.999$ for both $E_A$ and $E_B$. The model is pretrained for 80 epochs on ImageNet [44] with an initial learning rate of $5e^{-4}$ and decayed to $2e^{-4}$ after 50 epochs with 32 batch size. After pretraining, we fine-tune the refinement model on the BID dataset [17] for 30 epochs with a learning rate of $3e^{-4}$. Random crop and horizontal flip are randomly applied as data augmentation. For a fair comparison, we deploy the same evaluation settings as in BIDeN [17]. More details on noise construction, dataset and experimental settings are given in suppl.

Reproducibility. We will release both Pytorch and Paddlepaddle version implementation at 1.

4.3. Comparison with SOTA

Task I: We first perform the BID task on CityScape [8] for the driving scenario. Experiments are conducted with both single-task and multi-task methods under the same BID settings. Table 1 and Figure 5 show the comparison between our method and baselines. It can be seen that the task-specific method MPRNet [62] and Restormer [61] perform well with single-type noise in cases (1) and (2), but the performance drops rapidly in more complex situations. All-in-one [28] performs slightly better since the multi-head encoder learns more universal features during the BID training. BIDeN [17] is able to handle more complex cases, while the performance in simple scenarios such as cases (1) and (2) is limited by the BID training setting and insufficient feature learning. In contrast, our proposed method consistently achieves competitive performance in all cases benefiting from the context-aware learning of parallel encoders. More importantly, our method maintains higher generality under complex conditions, e.g., 29.57 PSNR for case (6) is still higher than 29.34 PSNR of BIDeN in case (2). More results under each case are provided in the suppl.

Task II: To further verify the generalization performance of the proposed method, we also conduct experiments on real-world nature images with the identical rainstreak, raindrop and snow masks from Task I. We separately train the BIDeN [17] under 3 cases, which are (1): task-specific mask, (2) rainstreak + raindrop, (3) rainstreak + raindrop + snow. Then we test these trained models on each single-
Table 2. Quantitative results of Task II. (1)-(3) indicate that models are trained under different settings. The best performances are marked in **bold** with the second performance **underlined**. Performance variations between cases (1) and (3) are marked in **blue**.

<table>
<thead>
<tr>
<th>Method</th>
<th>Input</th>
<th>MPFRNet</th>
<th>BIDeN (1)</th>
<th>BIDeN (2)</th>
<th>BIDeN (3)</th>
<th>Ours (1)</th>
<th>Ours (2)</th>
<th>Ours (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainstreak</td>
<td>NIQE ↓</td>
<td>4.87</td>
<td><strong>4.10</strong></td>
<td>4.15</td>
<td>4.28</td>
<td>4.33 (+0.18)</td>
<td>4.12</td>
<td>4.12</td>
</tr>
<tr>
<td></td>
<td>BRISQUE ↓</td>
<td>27.82</td>
<td>28.66</td>
<td>25.76</td>
<td>26.19</td>
<td>26.57 (+0.81)</td>
<td><strong>25.53</strong></td>
<td>25.57</td>
</tr>
<tr>
<td>Raindrop</td>
<td>NIQE ↓</td>
<td>5.63</td>
<td>4.87</td>
<td>4.55</td>
<td>4.67</td>
<td>4.72 (+0.17)</td>
<td><strong>4.48</strong></td>
<td>4.59</td>
</tr>
<tr>
<td></td>
<td>BRISQUE ↓</td>
<td>24.88</td>
<td>29.17</td>
<td>20.29</td>
<td>20.82</td>
<td>21.22 (+0.93)</td>
<td><strong>20.08</strong></td>
<td>20.11</td>
</tr>
<tr>
<td>Snow</td>
<td>NIQE ↓</td>
<td>4.75</td>
<td>4.48</td>
<td>4.21</td>
<td>4.25</td>
<td>4.31 (+0.10)</td>
<td><strong>4.14</strong></td>
<td>4.15</td>
</tr>
<tr>
<td></td>
<td>BRISQUE ↓</td>
<td>22.68</td>
<td>25.78</td>
<td>21.99</td>
<td>22.25</td>
<td>22.42 (+0.43)</td>
<td><strong>21.83</strong></td>
<td>21.85</td>
</tr>
</tbody>
</table>

Table 3. Quantitative results of Task III. We evaluate the Root Mean Square Error (RMSE ↓) in LAB color space. The best performances are marked in **bold** with the second performance **underlined**. Performance variations between cases (1) and (3) are marked in **blue**.

<table>
<thead>
<tr>
<th>RMSE</th>
<th>DHAN</th>
<th>Auto-Exposure</th>
<th>BIDeN (1)</th>
<th>BIDeN (2)</th>
<th>BIDeN (3)</th>
<th>Ours (1)</th>
<th>Ours (2)</th>
<th>Ours (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shadow</td>
<td>8.94</td>
<td><strong>8.56</strong></td>
<td>12.01</td>
<td>14.15</td>
<td>15.49 (+2.14)</td>
<td>8.65</td>
<td>8.70</td>
<td>8.76 (+0.11)</td>
</tr>
<tr>
<td>Non-Shadow</td>
<td><strong>4.80</strong></td>
<td>5.75</td>
<td>7.52</td>
<td>8.21</td>
<td>8.93 (+2.46)</td>
<td>4.98</td>
<td>4.98</td>
<td>4.99 (+0.01)</td>
</tr>
<tr>
<td>All</td>
<td><strong>5.67</strong></td>
<td>6.51</td>
<td>8.77</td>
<td>9.85</td>
<td>10.69 (+3.34)</td>
<td>5.97</td>
<td>5.99</td>
<td>6.03 (+0.06)</td>
</tr>
</tbody>
</table>

Figure 6. Visual comparisons for real-world rainstreak removal on SPAData [52] for task II. BIDeN(1) means a two-head network trained with a single-type rainstreak mask and BIDeN(3) means the four-head structure trained with rainstreak + raindrop + snow degradation, respectively. Both training and test sets are obtained from BIDeN [17]. Performance is evaluated with no-reference metrics NIQE [36] and BRISQUE [35]. A task-specific method MPRNet [62] is also deployed as the baseline. As shown in Table 2 and Figure 6, both BIDeN and our method perform well on single-task restoration. However, a significant performance drop can be observed for BIDeN when applying the multi-head trained model for one specific task, e.g., performance drops 0.93 (from 20.29 to 21.22) in terms of BRISQUE for raindrop removal. This is mainly because the multiple objective regression during training stems from more representative learning of the encoder. In contrast, the proposed method remains stable on each task, indicating the training robustness under various noise combinations. Please refer to suppl for more results.

**Task III:** We also conducted experiments on other degradation following a similar setting in Task II. We compare the shadow removal results to BIDeN and several task-specific shadow removal baselines [9, 12] on the SRD [40] dataset, as shown in Table 3 and Figure 7. Similar performance drop on multi-head BIDeN also appears in single-type shadow removal task, while our method consistently remains comparable even with task-specific methods. We also visualize the multi-head outputs in Figure 7. It can be observed that our pretrained model can produce a restored structure. Meanwhile, the appearance flow can not only find the noise location but also indicate the sampling direction of textural features. More visual comparisons are given in suppl.

**4.4. Discussions**

To explore the role of two encoders in joint learning, we also visualize the activation maps of features from both encoders as in Figure 8, it can be clearly observed that $E_A$ mainly focus on the mask regions for better repairing integrity, while $E_B$ pays more attention on the global context for better repairing authenticity. More importantly, benefiting from the deployment of the attribute label on mask type, our proposed method can remove a specified type of degradation while leaving other noises unchanged.

**Ablation study.** We conduct an ablation study to understand the contributions of individual components proposed in this paper. The quantitative results can be found in Ta...
Figure 8. Attention visualizations. Mask attention represents the feature activation map in $E_A$, while the context attention comes from $E_B$. The top row shows the outputs for watermark removal and the bottom row shows shadow removal results.

Table 4. Ablation study on the rainstreak + raindrop + snow masks. PSNR is computed on the same dataset in Task II.

<table>
<thead>
<tr>
<th>Method</th>
<th>$L_{rain}$</th>
<th>$L_{drop}$</th>
<th>FIBlock</th>
<th>FRBlock</th>
<th>FEBlock</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>without $E_A$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>18.25</td>
</tr>
<tr>
<td>without $E_B$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>21.36</td>
</tr>
<tr>
<td>$E_A + E_B$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>25.84</td>
</tr>
<tr>
<td>$E_A + E_B$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>27.23</td>
</tr>
<tr>
<td>$E_A + E_B$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>27.47</td>
</tr>
<tr>
<td>$E_A + E_B$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>28.29</td>
</tr>
<tr>
<td>Full model</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>28.57</td>
</tr>
</tbody>
</table>

Table 5. Ablation study on the pre-training dataset for Task I case (5).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BIDeN-only</th>
<th>10% Scene</th>
<th>Object class</th>
<th>Full ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR†</td>
<td>27.11</td>
<td>26.80</td>
<td>28.95</td>
<td>28.43</td>
</tr>
</tbody>
</table>

Table 6. Discussion on the model efficiency. All models are tested under the same environment for fair comparisons.

<table>
<thead>
<tr>
<th>Method</th>
<th>MPRNet</th>
<th>All-in-one</th>
<th>BIDeN</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Param (M)</td>
<td>21.15</td>
<td>44.26</td>
<td>38.61</td>
<td>11.30</td>
</tr>
<tr>
<td>FLOPs (G)</td>
<td>135</td>
<td>350</td>
<td>344</td>
<td>102</td>
</tr>
<tr>
<td>Inference time (s)</td>
<td>0.21</td>
<td>0.34</td>
<td>13.21</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Efficiency. In Figure 2, we compare the number of parameters. We also compare the FLOPs and inference time efficiency in Table 6. The reported time corresponds to the average time each model takes with test images of dimensions $256 \times 256$ during the inference stage. We note that our method is much faster (over 50× than BIDeN) than the contemporary SOTA method BIDeN.

Limitations. It should be noted that the proposed method mainly focuses on common superimposing scenes with additive noises, which may lead to semantic distortion in complex background-attached scenes (e.g., heavy rain, defocus deblurring [25] or UAV images [67]), as shown in Figure 9.

5. Conclusion

In this paper, we propose a new context-aware pretraining paradigm (CP) for the BID task. Different from previous methods, we shed light on the possibilities of self-supervised pretraining to remove multiple general noises in one go. During pretraining, the CPNet model is designed with two entangled encoders serving different image processing tasks, i.e., mixed image separation and masked image reconstruction, for joint context-aware learning. Experiments on seven representative restoration tasks and three BID tasks demonstrate that CPNet consistently facilitates state-of-the-art performance in terms of both image restoration quality and efficiency.
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