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Abstract

When deploying the Unmanned Aerial Vehicles object
detection (UAV-OD) network to complex and unseen real-
world scenarios, the generalization ability is usually re-
duced due to the domain shift. To address this issue, this
paper proposes a novel frequency domain disentanglement
method to improve the UAV-OD generalization. Specifi-
cally, we first verified that the spectrum of different bands
in the image has different effects to the UAV-OD general-
ization. Based on this conclusion, we design two learnable
filters to extract domain-invariant spectrum and domain-
specific spectrum, respectively. The former can be used
to train the UAV-OD network and improve its capacity for
generalization. In addition, we design a new instance-level
contrastive loss to guide the network training. This loss
enables the network to concentrate on extracting domain-
invariant spectrum and domain-specific spectrum, so as
to achieve better disentangling results. Experimental re-
sults on three unseen target domains demonstrate that our
method has better generalization ability than both the base-
line method and state-of-the-art methods.

1. Introduction

Unmanned Aerial Vehicles (UAV) equipped with cam-
eras have been exploited in a wide variety of applications,
opening up a new frontier for computer vision applications
[7, 11, 22, 28]. As one of the fundamental functions for the
UAV-based applications, UAV object detection (UAV-OD)
has garnered considerable interest [23, 31, 38]. However,
the large mobility of UAV-mounted cameras leads to an un-
predictable operating environment. The domain shift that
occurs when applying a UAV-OD network that has been
trained on a given dataset (i.e., source domain) to unseen
real-world data (i.e., target domain) typically results in in-
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(a) Baseline (b) Ours

Figure 1. Detection results on unseen target domains. UAV-OD
network is trained on daylight images and tested on images with
various scene structures (1st row), diverse illumination conditions
(2nd row), and adverse weather conditions (3rd row). Green rect-
angular boxes denote new correct detections beyond the baseline.

adequate performance. In particular, unseen real-world data
consists of unexpected and unknown samples, such as im-
ages taken in various scene structures, diverse illumination
conditions, and adverse weather conditions. Therefore, it is
crucial to improve the generalization ability of UAV-OD.

To alleviate the domain shift impact, existing methods
broadly come in two flavors: Domain Adaptation (DA)
[3, 5, 8, 16, 17, 26, 37] and Domain Generalization (DG)
[19,20,27,30,40]. In general, DA aims to tackle the domain
shift problem by learning domain-invariant/aligned features
between the source and target domains. However, DA meth-
ods cannot be readily employed when it is hard to guarantee
the accessibility of the target data. The requirement to ac-
cess both source and target data restricts the applicability of
DA approaches.

Recently, considerable attention has been drawn to the
field of DG. The goal of DG is to learn a model using
data from a single or multiple related but distinct source
domains so that the model can generalize well under distri-

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

1064



Reject band Various Scene Diverse Illumination Adverse Weather Average
AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP

Null (full band) 66.0 37.6 36.7 11.1 3.4 4.8 42.3 14.9 19.6 39.8 18.6 20.4

α = 0, β = 0.01 60.0 30.2 32.6 6.4 1.9 2.75 39.5 16.1 19.0 35.3 16.1 18.1
α = 0.01, β = 0.1 61.4 30.3 32.8 39.1 15.9 19.8 42.6 18.6 20.8 47.7 21.6 24.5
α = 0.1, β = 1 70.2 35.1 37.1 29.4 10.2 13.6 38.2 10.6 16.7 45.9 18.6 22.5

Table 1. We conduct preliminary experiments to explore whether different spectral bands contribute equally to the UAV-OD network’s
generalization ability. The specified bands of source domain images are filtered out for training according to the reject band. For testing,
the generalization performance of the UAV-OD network is evaluated on three unseen target domains. We adopt the evaluation protocols
AP50, AP75, and AP. ”Average” refers to the average generalization performance across three unseen target domains. We can conclude
that eliminating various bands has distinct effects on the generalization of unseen target domains for UAV-OD network.

bution shifts [43]. Most existing DG methods [19, 30, 40]
focus on decoupling object-related features from global
features via spatial vanilla convolution. However, unlike
generic object detection scenarios based on surveillance or
other ground-based cameras, the rapid movement of UAV-
mounted cameras leads to severe changes in the global ap-
pearance. For UAV-OD scenarios where the global appear-
ance changes, it is essential to explore global dependency
for better disentanglement. The spatial vanilla convolution,
which only emphasizes local pixel attention, cannot fully
explore global dependency, leading to suboptimal disentan-
glement and generalization results.

Inspired by the spectral theorem that the frequency do-
main obeys the nature of global modeling, we propose to
improve the UAV-OD generalization ability via frequency
domain disentanglement. We first conduct preliminary ex-
periments, i.e., exploring whether all spectrum bands con-
tribute equally to the generalization for the UAV-OD task, to
gain insight into how to implement our idea. If not, we can
extract the spectrum that is conducive to generalization and
use it to train the UAV-OD network to enhance its general-
ization. Specifically, we first convert each source domain
image x ∈ RH×W×C into frequency space through Fast
Fourier Transform (FFT) [24]:

F(x)(u, v) =
H−1∑
h=0

W−1∑
w=0

x(h,w)e−j2π( h
H u+ w

W v). (1)

The frequency space signal F(x) can be further decom-
posed to an amplitude spectrumA(x) and a phase spectrum
P(x), which is expressed as:

A(x)(u, v) =
[
R2(x)(u, v) + I2(x)(u, v)

]1/2
,

P(x)(u, v) = arctan

[
I(x)(u, v)
R(x)(u, v)

]
,

(2)

whereR(x) and I(x) represent the real and imaginary part
of F(x). For each source image, we filter out the bands
of the amplitude spectrum A(x) between a certain upper
threshold α and lower threshold β (’Reject band’ in Tab. 1)

with a band reject filter fs ∈ RH×W×C and obtain the re-
maining amplitude spectrum Â(x):

fs(i, j) =

1,
i ∈ [αH2 , βH2 ] ∪ [ (1−α)H

2 , (1−β)H
2 ]

j ∈ [αW2 , βW2 ] ∪ [ (1−α)W
2 , (1−β)W

2 ]

0, otherwise
(3)

A(x) = Â(x)⊗ fs, (4)

where ⊗ denotes element-wise multiplication. Â(x) is then
fed to Inverse Fast Fourier Transform (IFFT) with P(x) to
generate the remaining image x̂which is utilized to train the
UAV-OD network. After training, we apply the UAV-OD
network to three unseen target domains to evaluate the gen-
eralization ability. The experimental results are presented
in Tab. 1. We can observe that removing different bands
has varying effects on generalization to three unseen target
domains. Therefore, we can conclude that different bands
contribute differently to the UAV-OD generalization.

Based on the above observation, we employ two learn-
able filters to identify and extract the domain-invariant and
domain-specific spectrums. The former contributes posi-
tively to generalization, while the latter is the opposite. Fur-
thermore, we design a new instance-level contrastive loss
to aid in learning the learnable filters, enabling them to
concentrate on disentangling the two different spectrums.
By optimizing the instance-level contrastive loss, the in-
stance features of those are encouraged to contain domain-
invariant characteristics shared by target objects, and the
domain-specific characteristics shared in the source do-
main, respectively. In this way, the UAV-OD network can
generalize well on unseen target domains. For experiment
settings, we focus on learning a single-domain generalized
UAV-OD network, which is more challenging [30]. We fur-
ther validate the network on three unseen target domains, in-
cluding various scene structures, diverse illumination con-
ditions, and adverse weather conditions, demonstrating su-
perior generalization ability, as shown in Fig. 1.

Our main contributions are highlighted as follows:
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• We provide a new perspective to improve the general-
ization ability of the UAV-OD network on unseen tar-
get domains. To our best knowledge, this is the first
attempt to learn generalized UAV-OD via frequency
domain disentanglement.

• Based on the frequency domain disentanglement, we
propose a new framework that utilizes two learnable
filters to extract the domain-invariant and domain-
specific spectrum and design an instance-level con-
trastive loss to guide the disentangling process.

• Extensive experiments on three unseen target domains
reveal that our method enables the UAV-OD network to
achieve superior generalization performance in com-
parison to the baseline and state-of-the-art methods.

2. Related work
Domain Adaptive Object Detection. Various domain
adaptive object detection methods [1, 3, 5, 8, 26, 33, 34, 37,
41, 42, 45] have been proposed to eliminate domain shifts
during training and testing. Typically, they achieved align-
ment at the feature or pixel level by utilizing the target data
distribution. For example, Chen et al. [5] utilized adversar-
ial training to align global feature distributions of the source
and target domains. Zhuang et al. [45] aligned feature dis-
tributions at both image and instance levels. However, these
methods cannot be reliably applied in situations where the
accessibility of the target data cannot be guaranteed. The
need to acquire both source and target data limits their ap-
plicability. Therefore, we focus on domain generalization.
Domain Generalized Object Detection. Recently, do-
main generalized object detection [15, 19, 20, 27, 30, 32, 40]
has garnered increasing interest as it does not require data
from the target domain, and its performance exceeds that
of domain adaptive object detection. For example, Lin et
al. [19] proposed a Domain-Invariant Disentangled Net-
work for learning a universal object detector by decoupling
image-level and instance-level disentanglement across mul-
tiple source domains. Zhang et al. [40] proposed a Region
Aware Proposal Reweighting method to learn weights for
proposals to eliminate the statistical dependence between
features and disentangle relevant features and irrelevant fea-
tures to improve detectors’ generalization under distribution
shifts. Wu et al. [30] focused on single-domain generalized
object detection and proposed a Cyclic-Disentangle Self-
Distillation method to disentangle domain-invariant repre-
sentations for object detection. Wu et al. [32] proposed to
decouple domain-robust features via an adversarial training
framework dubbed Nuisance Disentangled Feature Trans-
form. However, most existing methods decouple domain-
invariant features via spatial vanilla convolution, which
only emphasizes local pixel attention. For UAV-OD sce-
narios where the global appearance varies significantly, it is

essential to explore global dependency for better disentan-
glement. Compared to existing methods, we consider this
property and propose decoupling in the frequency domain
that obeys the nature of global modeling, achieving superior
generalization results and providing a novel perspective for
learning generalized UAV-OD.
Frequency-based Domain Generalization. Most exist-
ing frequency-based DG methods decouple invariant and
specific components based on frequency prior knowledge
[21, 29, 35, 36]. However, these methods do not incorporate
specific task peculiarities. As the most relevant method to
our work, FSDR realizes decoupling via dynamic spectrum
learning. However, FSDR [12] is designed for segmenta-
tion, so the entropy-based loss is used for frequency disen-
tanglement. As the detection includes classification and lo-
calization stages, we design a new instance-level contrastive
loss to enable two learnable filters to extract invariant and
specific spectrums for UAV-OD.

3. Methodology
We propose a novel framework for enhancing the gener-

alization ability via frequency domain disentanglement. We
begin by illustrating the problem definition. Next, we intro-
duce frequency-based learnable filtering. The instance-level
contrastive loss is then clarified, allowing the learnable fil-
ters to concentrate on extracting the domain-invariant spec-
trum. The strategy for training is presented in the final sec-
tion. Fig. 2 provides an overview of the framework.

3.1. Problem Definition

Let Xs ⊂ RH×W×C denote source domain data with
height H , width W , and number of channel C, Ys ⊂ R de-
note the category labels of Xs, Bs ⊂ R4 denote the bound-
ing boxes of Xs. The source domain can be fomulated as

Ds =
{
xis,

{
yijs , b

ij
s

}Ni

j=1

}N

i=1
, which includes N images

and each image has Ni pairs of category labels yijs ∈ Ys
and bounding boxes bijs ∈ Bs. Let Dt = {D1

t , · · · , DM
t }

denote M unseen target domains. Our goal is to learn a net-
work trained on source domain Ds that generalize well on
unseen target domains Dt.

3.2. Frequency-based Learnable Filtering

Given a souce domain image xs ∈ RH×W×C , we can
obtain the frequency space signal of xs through Eq.1:

xFs = F(xs). (5)

The frequency signal xFs can be further decomposed to an
amplitude spectrum xAs ∈ RH×W×C and a phase spectrum
xPs ∈ RH×W×C using (Eq.2), which is expressed as:

xAs = A(xFs ), xPs = P(xFs ). (6)
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Figure 2. Overview of the proposed framework. F and F−1 indicate FFT and IFFT. The backbone of UAV-OD network is divided into
B1 and B2. H represents the detection head of UAV-OD network. ROI-Align indicates ROI-Alignment operation [10], P denotes the
contrastive projection head, the lines marked with 1⃝ represent element-wise multiplication, the red dashed box below shows the
detailed structure of the red dashed box above. We employ two learnable filters ψsi and ψss to extract the domain-invariant
spectrum xAsi that contributes positively to generalization, and the domain-specific spectrum xAss that contributes negetively to
generalization from the image’s amplitude spectrum xAs . Furthermore, we design an instance-level contrastive loss to aid the
training of two learnable filters, enabling it to concentrate on extracting the domain-invariant and domain-specific spectrum.

We then employ two learnable filters ψsi, ψss ∈ RH×W×C

to identify and extract the domain-invariant amplitude spec-
trum xAsi that contribute positively to generalization, and
the domain-specific amplitude spectrum xAss that contribute
negatively to generalization from the amplitude spectrum
xAs . Specifically, the learnable filters ψsi and ψss are con-
tinuous variables and each element of the learnable filters
ranges from 0 to 1:

xAsi = xAs ⊗ ψsi, (7)

xAss = xAs ⊗ ψss, (8)

where ⊗ denotes element-wise multiplication. Then, the
domain-invariant amplitude spectrum xAsi and the domain-
specific amplitude spectrum xAss are fed to IFFT with xPs to
generate the domain-invariant component xsi and domain-
specific component xss.

3.3. Contrastive-based Frequency Disentanglement

We design an instance-level contrastive loss to enable the
learnable filters to focus on extracting domain-invariant and

domain-specific spectrums. Particularly, we adopt the effi-
cient and accurate Yolov5 [14] as the base model for UAV-
OD, which is composed of two parts: backbone and detec-
tion head. Firstly, we divide the backbone into two sections
(i.e., B1 and B2) according to its depth and original struc-
ture. Given the domain-invariant component xsi and the
domain-specific component xss, we use B1 to obtain the
domain-invariant feature fsi ∈ Rh×w×c and the domain-
specific feature fss ∈ Rh×w×c, where h, w, and c respec-
tively denote the height, width and number of channels:

fsi = B1(xsi), fss = B1(xss) (9)

Furthermore, according to the localization labels bs of
xs and the dimension scale between {xsi, xss} and
{fsi, fss}, we clip the domain-invariant instance-level
features {oi, · · · , oin} from xsi and the domain-specific
instance-level features {os1 , · · · , osn} from xss, n repre-
sents the total number of the object in xs. As different
instance-level features have different spatial size, we utilize
the RoI-Alignment operation [10] to align the spatial size of
all instance-level features:

{ôi1 , · · · , ôin} = RoIAlign({oi1 , · · · , oin}), (10)
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{ôs1 , · · · , ôsn} = RoIAlign({os1 , · · · , osn}), (11)

where ôij , ôsj ∈ Rs×s×c, j ∈ {1, · · · , n}, s indicates the
output size of RoI-Alignment. To map {ôi1 , · · · , ôin} and
{ôs1 , · · · , ôsn} to the space where the contrastive loss is
applied, we adopt a projection head [4] P , which consists
of an MLP with two hidden layers:

{zi1 , · · · , zin} = P ({ôi1 , · · · , ôin}), (12)

{zs1 , · · · , zsn} = P ({ôs1 , · · · , ôsn}). (13)

To ensure the frequency domain disentanglement via the
learnable filters, we define an instance-level contrastive
loss. Specifically, let sim(u,v) = u⊤v/∥u∥∥v∥ denote
the dot product between l2 normalized u and v. The con-
trastive loss is calculated as follows:

Lcon =
∑

zij∈Zi

−1
|Ẑi|

∑
zik∈Ẑi
yij

=yik

log
exp

(
sim

(
zij , zik

)
/τ

)∑
za∈Za

exp
(
sim

(
zij , za

))
+

∑
zsj∈Zs

−1
|Ẑs|

∑
zsk∈Ẑs
ysj

=ysk

log
exp

(
sim

(
zsj , zsk

)
/τ

)∑
zb∈Zb

exp
(
sim

(
zsj , zb

)) (14)

where Zi = {zi1 , · · · , zin}, Zs = {zs1 , · · · , zsn}, Ẑi =
Zi−{zij}, Ẑs = Zs−{zsj}, Za = Ẑi∪Zs, Zb = Zi∪ Ẑs,
|Ẑi| and |Ẑs| represent the cardinality of Ẑi and Ẑs, τ de-
notes the temperature hyper-parameter [9]. The invariant
instance-level features Zi from the same category are set as
positive samples, while all others are negative. The same
settings are also applied to the specific instance-level fea-
tures Zs. By optimizing Lcon, we pull close positive pairs
and push away negative pairs, which enables two learnable
filters to decouple invariant and specific spectrums.

3.4. Training With the Alternating Optimization

First, let us denote the detection loss of the UAV-OD net-
work asLdet, which contains the regression lossLreg and the
classification loss Lcls:

Ldet = Lreg + Lcls. (15)

As shown in Fig. 2, the whole learnable parameters consist
of two learnable filters ψsi and ψss, backbone B1 and B2,
detection head H and projection head P . For training, we
adopt the alternating strategy, which fixes one set of param-
eters and solving for the other set. Specifically, we divide
the whole learnable parameters into two groups:

θ = {ψsi, ψss, P}, (16)

η = {B1, B2, H}. (17)

At first step, we fix η and optimize θ using Lcon:

θt ← argmin
θ
λLcon

(
θ, ηt−1

)
. (18)

At second step, we fix θ and optimize η using Ldet:

ηt ← argmin
η
Ldet

(
θt, η

)
. (19)

Here λ is the hyper-parameter for balancing Lcon and Ldet,
t is the index of alternation and ← means assigning. The
purpose of alternating optimization is to avoid frequency
domain disentanglement and UAV-OD conflicts. Therefore,
we divide the entire learnable parameters into two groups: θ
for frequency domain disentanglement and η for UAV-OD.

4. Experiments
This section presents evaluations of our method, includ-

ing datasets, implementation details, domain generalization
results, ablation analysis, statistic analysis on learnable fil-
ters, and visualization analysis. The supplementary file con-
tains additional experimental results, including the ablation
analysis of the contrastive loss, comparisons of the training
time, more visualizations, etc.

4.1. Datasets

In the real scenario, it is straightforward to collect and
label the data from the daylight scene. Thus, we train our
model on the daylight scene (i.e., the source domain) and
evaluate its generalization ability to unseen target domains
(i.e., various scene structures, diverse illumination condi-
tions, and adverse weather conditions). Since UAVDT [6]
includes weather annotations (daylight, nighttime, and fog),
we conduct extensive experiments on UAVDT. UAVDT is
comprised of 41k frames with 840k bounding boxes and
is divided into three categories: car, truck, and bus. As
the class distribution of UAVDT is highly unbalanced, the
latter two classes fill fewer than 5 % of bounding boxes,
we merged the three classes into a single class, following
the authors’ convention in [6]. UAVDT can be separated
into three sections based on the weather annotations: 23741
daylight images, 11489 nighttime images, and 2492 foggy
images. We choose the nighttime portion to replicate the
diverse illumination scenario, the foggy portion to simu-
late the adverse weather scenario, and 2850 daylight images
with different scene structures compared with the remain-
ing daylight images. The remaining daylight images serve
as the UAV-OD network’s training set.

In addition, to validate the capacity to generalize
across datasets, we further train the UAV-OD network
with VisDrone2019-VID dataset [44]. VisDrone2019-VID
dataset consists of 24201 training images captured by drone
platforms in different places at different heights. Images
are manually labeled with bounding boxes and ten prede-
fined classes (i.e., car, van, bus, truck, etc.). We arbitrarily
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Method Various Scene Diverse Illumination Adverse Weather Average
AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP

Baseline 66.0 37.6 36.7 11.1 3.4 4.8 42.3 14.9 19.6 39.8 18.6 20.4

JiGen [2] 61.3 26.4 35.8 33.5 12.9 15.9 45.5 19.5 22.7 46.8 19.6 24.8
RSC [13] 73.3 48.7 44.3 14.6 6.2 7.3 47.1 16.6 21.2 45.0 23.8 24.3

StableNet [39] 75.0 48.8 44.9 18.6 9.0 9.5 47.5 17.0 21.1 47.0 24.9 25.2
Single-DGOD [30] 73.7 49.3 43.6 27.5 11.9 13.8 47.3 18.7 22.8 49.5 26.6 26.7

Ours 75.1 49.7 45.3 39.0 18.5 20.7 48.0 17.2 22.3 54.0 28.4 29.4

Table 2. Comparisons of the domain generalization results. All methods are trained on daylight images from UAVDT [6] and tested on
daylight images with various scene structures, nighttime images simulating diverse illumination conditions, and foggy images simulating
adverse weather conditions from UAVDT. The average generalization performance across three unseen target domains is ”average”.

Method Various Scene Diverse Illumination Adverse Weather Average
AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP

Baseline 53.4 21.8 26.0 31.0 13.6 15.4 37.6 7.6 14.5 40.7 14.3 18.6

JiGen [2] 62.8 28.6 32.3 36.5 10.1 15.8 39.5 11.8 17.4 46.3 16.8 21.8
RSC [13] 65.3 25.5 31.3 33.5 11.6 15.3 39.3 9.0 16.3 46.0 15.4 21.0

StableNet [39] 64.3 25 30.6 31.7 15.2 16.3 40.7 9.9 16.8 45.6 16.7 21.2
Single-DGOD [30] 62.9 26.3 30.7 36.8 16.7 18.5 34.8 7.3 13.9 44.8 16.8 21.0

Ours 65.8 33.9 35.4 36.4 19.5 19.3 40.6 11.3 18.4 47.6 21.6 24.4

Table 3. Comparisons of the domain generalization results. All methods are trained on daylight images from VisDrone2019-VID [44] and
tested on daylight images with various scene structures, nighttime images simulating diverse illumination conditions, and foggy images
simulating adverse weather conditions, from UAVDT.

select 16238 daylight images for the training set and evalu-
ate its cross-dataset generalization performance on the three
above-mentioned single unseen target domains.

4.2. Implementation Details

Our approach is implemented in Pytorch with eight
NVIDIA 1080ti GPUs. We train the framework for 300
epochs with a batch size of 128. The UAV-OD network
is optimized using Adam [18] with a learning rate of 0.001,
a momentum of 0.9, lambda learning rate decay, and lin-
ear warmup for the first five epochs. The projection head is
optimized using SGD [25] with a learning rate of 0.05 and
weight decay of 10-4. The linear warmup is used for the
first five epochs and decays the learning rate with the step
decay schedule. The learnable filters are optimized using
SGD with a learning rate of 0.001, weight decay of 10-4,
and step learning rate decay. The temperature parameter
τ is set to 0.7. The hyper-parameter λ is set to 0.15. For
evaluation protocol, we evaluate detectors with the widely
accepted criterion, AP, AP50, and AP75.

4.3. Domain Generalization Results

As the majority of current DG methods are intended for
image classification and there are few works [30] focus-
ing on single domain generalized object detection, we fur-

ther select and develop various model-agnostic DG meth-
ods [2, 13, 39] to learn a single domain generalized object
detection network as comparative approaches besides [30].
As [30] is not yet open-source, we reproduce its code ac-
cording to the paper [30]. Jigen [2] is a strategy for rep-
resentative representation enhancement of DG in a self-
supervised manner. As proposed in the paper [2], we add
a jigsaw classifier to Yolov5 and minimize the image-level
jigsaw loss. RSC [13] is a dropout-based DG approach
that discards dominating features triggered on the training
data iteratively. StableNet [39] proposes sample reweight-
ing to enhance generalization under distribution shifts. We
directly compute RFF for image representations and imple-
ment image-wise reweighting.

Tab. 2 shows the generalization results of various meth-
ods trained on daylight images from UAVDT. Eleven out of
the entire twelve performance metrics demonstrate that our
strategy delivers optimal performance. In terms of average
generalization ability, our method outperforms the baseline
method by 14.2%, 9.8%, and 9.0%, and the runner-up by
4.5%, 1.8%, and 2.7% on AP50, AP75, and AP, respectively.
Baseline, JiGen, RSC, StableNet, and Single-DGOD, which
are less generalizable than our method, tend to overfit the
source domain, suffering from performance degradation on
the unseen target domains due to the large domain shift.
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Disentangle Various Scene Diverse Illumination Adverse Weather Average
AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP

Baseline 66.0 37.6 36.7 11.1 3.4 4.8 42.3 14.9 19.6 39.8 18.6 20.4
Spatial 66.7 41.1 39.2 38.1 16.2 17.8 47.9 16.5 21.9 50.9 24.6 26.3

Frequency 75.1 49.7 45.3 39.0 18.5 20.7 48.0 17.2 22.3 54.0 28.4 29.4

Table 4. Ablation analysis of the frequency domain disentanglement. ”Spatial” indicates spatial domain disentanglement via two convolu-
tion blocks while keeping the loss function and the training strategy fixed.

Strategy Various Scene Diverse Illumination Adverse Weather Average
AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP AP50 AP75 AP

Joint 71.0 45.4 42.4 41.8 19.1 21.7 47.1 17.1 21.9 53.3 27.2 28.7
Alternating 75.1 49.7 45.3 39.0 18.5 20.7 48.0 17.2 22.3 54.0 28.4 29.4

Table 5. Ablation analysis of the training strategy. ”Joint” refers to the joint training strategy that utilizes Ldet and Lcon to jointly optimize
the whole learnable parameter {ψsi, ψss, P,B1, B2, H}.
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Figure 3. (a) Ablation analysis of the hyper-parameter λ of the proposed framework, which balances Lcon and Ldet. (b) Ablation analysis of
the backbone division. The UAV-OD network’s backbone is divided according to the specified block. (c) Statistic analysis of two learnable
filters ψsi and ψss. The ψsi and ψss extract the domain-invariant and domain-specific spectrums from the image’s spectrum. We can
conclude that middle- and high-frequency components contain more domain-invariant information than the low-frequency component.

Tab. 3 further explains the broad applicability of our work,
which illustrates the generalization results across datasets.
Nine out of the twelve performance metrics demonstrate
that our method achieves optimal performance. Our method
exceeds the baseline method by 6.9%, 7.3%, and 5.8%, and
the runner-up by 1.3%, 4.8%, and 2.6% on AP50, AP75, and
AP on average generalization performance. It can be con-
cluded that, compared to the baseline, almost all methods
benefit the generalization to unseen target domains, and our
method achieves decent performance, demonstrating its ef-
ficacy on generalization performance.

4.4. Ablation Analysis

Analysis of the frequency domain disentanglement.
To verify the effectiveness of the frequency domain disen-
tanglement, we substitute the two learnable filters in the fre-
quency domain with two convolution blocks in the spatial
domain, comprised of three convolution layers, while main-
taining the same loss function and training strategy. The ex-

perimental results are shown in Tab. 4. We can observe that
frequency domain disentanglement achieves better results.

Analysis of the training strategy. To verify the
necessity of the alternating training strategy, we com-
pare it with the joint training strategy in which Ldet and
Lcon are used to optimize the entire learnable parameter
{ψsi, ψss, P,B1, B2, H}. The experimental results are pre-
sented in the Tab. 5. We discover that the alternating train-
ing strategy produces superior results compared with the
joint training strategy, demonstrating its effectiveness.

Analysis of hyper-parameter λ. We investigate how
varying the setting of hyper-parameter λ affects the net-
work’s generalization performance. The average general-
ization performances on three unseen domains are depicted
in Fig. 3 (a). We can observe that When λ is set to a lower
value, the network’s average generalization performance
declines sharply. The average generalization performance
rises as λ increases, with 0.15 being the optimal value.

Analysis of the backbone divisions. As mentioned be-
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(a) Input image (b) Domain-invariant feature of [28] (c) Domain-specific feature of [28] (d) Domain-invariant feature of Ours (e) Domain-specific feature of Ours

Figure 4. Comparisons of domain-invariant and domain-specific features of Single-DGOD [30] and our method. The first and second
rows indicate the target domain with various scene structures and diverse illumination conditions. For each feature map, the average of all
channels is selected for visualization. Our method achieves a more thorough disentanglement.

(a) Input image (b) Domain-invariant component

Figure 5. Visualization analysis of the domain invariant compo-
nents extracted from different domains. The first and second rows
indicate the target domain with various scene structures and di-
verse illumination conditions.

fore, we divide the UAV-OD’s backbone into B1 and B2.
B1 is utilized to extract the corresponding features from the
domain-invariant component xsi and the domain-specific
component xss for calculating the instance-level contrastive
loss. To demonstrate the influence of different backbone di-
visions of the UAV-OD network on the generalization abil-
ity, we select different backbone divisions according to the
structure of the backbone and conduct extensive experi-
ments, as shown in Fig. 3 (b). It can be noticed that selecting
block 4 as partition yields the best results for generalization.

4.5. Statistic Analysis on Learnable Filters.

We conduct statistic analysis on two learnable filters,
ψsi and ψss, to explore which spectrum band contains
more domain-invariant information. Specifically, the learn-
able filters ψsi and ψss are separated into three parts, re-
spectively, according to the Eq. (3): low-frequency part,
middle-frequency part, and high-frequency part. In addi-
tion, we calculate the weights of ψsi and ψss for differ-
ent spectrum bands by averaging different parts, as shown
in Fig. 3 (c). We can observe that the weights of ψsi for

middle-frequency and high-frequency are higher than those
of ψss. Therefore, we can conclude that the image’s middle-
frequency and high-frequency parts contain more domain-
invariant information than the low-frequency part.

4.6. Visualization Analysis

Image-level visualization. As illustrated in Fig. 5, we
first visualize the domain-invariant components. Although
the image’s appearance from different domains varies, the
domain-invariant component from different domains looks
similar, indicating that the learnable filter does extract the
domain-invariant spectrum among different domains, which
demonstrates the effectiveness of our method.

Feature-level visualization. In Fig. 4, we compare the
domain-invariant and domain-specific features of Single-
DGOD [30] and our method extracted from three unseen
target domains. Our method achieves a more thorough dis-
entanglement of irrelevant background features, e.g., the ad-
vertising board in 1st row and the area illuminated by the car
lamp in 2nd row are excluded from the invariant features.
Our method achieves better disentanglement results.

5. Conclusion

In this paper, we propose enhancing the UAV-OD net-
work’s generalization via frequency domain disentangle-
ment. Firstly, we employ two learnable filters to extract
the domain-invariant spectrum that contributes positively
to generalization and domain-specific spectrum that con-
tributes negatively to generalization. Then, we designed
an instance-level contrastive loss to facilitate learning the
two learnable filters. Experimental results and visualization
analysis demonstrated the superiority of our method. For
limitation, our approach is an initial exploration of learn-
ing generalized UAV-OD via frequency domain disentan-
glement. More subtle and effective designs of frequency
domain disentanglement can be considered, leaving enough
space for further development.
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Pechoucek. Autonomous uav surveillance in complex urban
environments. In 2009 IEEE/WIC/ACM International Joint
Conference on Web Intelligence and Intelligent Agent Tech-
nology, volume 2, pages 82–85. IEEE, 2009. 1

[29] Jingye Wang, Ruoyi Du, Dongliang Chang, Kongming
Liang, and Zhanyu Ma. Domain generalization via
frequency-domain-based feature disentanglement and inter-
action. In Proceedings of the 30th ACM International Con-
ference on Multimedia, pages 4821–4829, 2022. 3

[30] Aming Wu and Cheng Deng. Single-domain generalized
object detection in urban scene via cyclic-disentangled self-
distillation. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 847–856,
2022. 1, 2, 3, 6, 8

[31] Xin Wu, Wei Li, Danfeng Hong, Ran Tao, and Qian Du.
Deep learning for unmanned aerial vehicle-based object de-
tection and tracking: a survey. IEEE Geoscience and Remote
Sensing Magazine, 10(1):91–124, 2021. 1

[32] Zhenyu Wu, Karthik Suresh, Priya Narayanan, Hongyu Xu,
Heesung Kwon, and Zhangyang Wang. Delving into ro-
bust object detection from unmanned aerial vehicles: A deep
nuisance disentanglement approach. In Proceedings of the
IEEE/CVF International Conference on Computer Vision,
pages 1201–1210, 2019. 3

[33] Chang-Dong Xu, Xing-Ran Zhao, Xin Jin, and Xiu-Shen
Wei. Exploring categorical regularization for domain adap-
tive object detection. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
11724–11733, 2020. 3

[34] Minghao Xu, Hang Wang, Bingbing Ni, Qi Tian, and Wen-
jun Zhang. Cross-domain detection via graph-induced proto-
type alignment. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 12355–
12364, 2020. 3

[35] Qinwei Xu, Ruipeng Zhang, Ya Zhang, Yanfeng Wang, and
Qi Tian. A fourier-based framework for domain generaliza-
tion. In Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pages 14383–14392,
2021. 3

[36] Yanchao Yang and Stefano Soatto. Fda: Fourier domain
adaptation for semantic segmentation. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 4085–4095, 2020. 3

[37] Xingxu Yao, Sicheng Zhao, Pengfei Xu, and Jufeng Yang.
Multi-source domain adaptation for object detection. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 3273–3282, 2021. 1, 3

[38] Hongyang Yu, Guorong Li, Weigang Zhang, Qingming
Huang, Dawei Du, Qi Tian, and Nicu Sebe. The un-
manned aerial vehicle benchmark: Object detection, track-
ing and baseline. International Journal of Computer Vision,
128(5):1141–1159, 2020. 1

[39] Xingxuan Zhang, Peng Cui, Renzhe Xu, Linjun Zhou, Yue
He, and Zheyan Shen. Deep stable learning for out-of-
distribution generalization. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 5372–5382, 2021. 6

[40] Xingxuan Zhang, Zekai Xu, Renzhe Xu, Jiashuo Liu, Peng
Cui, Weitao Wan, Chong Sun, and Chen Li. Towards
domain generalization in object detection. arXiv preprint
arXiv:2203.14387, 2022. 1, 2, 3

[41] Ganlong Zhao, Guanbin Li, Ruijia Xu, and Liang Lin.
Collaborative training between region proposal localization
and classification for domain adaptive object detection. In
European Conference on Computer Vision, pages 86–102.
Springer, 2020. 3

[42] Zhen Zhao, Yuhong Guo, Haifeng Shen, and Jieping Ye.
Adaptive object detection with dual multi-label prediction.
In European Conference on Computer Vision, pages 54–69.
Springer, 2020. 3

[43] Kaiyang Zhou, Ziwei Liu, Yu Qiao, Tao Xiang, and
Chen Change Loy. Domain generalization: A survey. IEEE
Transactions on Pattern Analysis and Machine Intelligence,
2022. 2

[44] Pengfei Zhu, Dawei Du, Longyin Wen, Xiao Bian, Haibin
Ling, Qinghua Hu, Tao Peng, Jiayu Zheng, Xinyao Wang,
Yue Zhang, et al. Visdrone-vid2019: The vision meets drone
object detection in video challenge results. In Proceedings of
the IEEE/CVF International Conference on Computer Vision
Workshops, pages 0–0, 2019. 5, 6

[45] Chenfan Zhuang, Xintong Han, Weilin Huang, and Matthew
Scott. ifan: Image-instance full alignment networks for
adaptive object detection. In Proceedings of the AAAI Con-
ference on Artificial Intelligence, volume 34, pages 13122–
13129, 2020. 3

1073


